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Abstract—Precise multipath propagation modeling is the 

fundamental prerequisite to design indoor wireless radio 
networks. In recent years, ray tracing based propagation 
prediction algorithms have been successfully used in prediction 
of indoor radio propagation. Even though these algorithms 
have its own noticeable benefits, it suffers from lack of 
accuracy and sluggish performance. To overcome these 
shortcomings, a new three dimensional (3D) ray tracing 
algorithm is presented here. This algorithm is based on 
balanced Binary Space Partitioning (BSP). For optimization 
purposes, novel concepts of Nearest Object Priority (NOP) and 
In Contact Surface (ICS) are combined with this BSP. Using of 
BSP as well as optimization techniques make the algorithm 
faster and more accurate. The obtained results show that, 
among all of the scenarios of five considered environments, the 
maximum accuracy increase can be 87.27% and the maximum 
computation time reduction can be 33.60% than the existing 
algorithms. 
 

Index Terms—Radiowave propagation, personal 
communication networks, wireless communications, wireless 
sensor networks.  

I. INTRODUCTION 

The outburst in wireless communications has resulted in 
new technologies and new applications for the personal use 
of radio frequencies. For example, Personal Communication 
Systems (PCS), Wireless Local Area Network (WLAN), 
wireless PBX, paging, and so on are now developing 
worldwide and becoming very popular. These emerging 
technologies use different bandwidth of radio waves and are 
used for different indoor communication purposes. These 
cover a wide variety of situations, such as confidential data 
and voice communication between personnel’s sitting in 
different rooms of a building, hospitals, factories, etc., 
communication between a group of people through WiFi 
hotspots inside a building, communication between central 
database and a group of sensors employed for some specific 
data collection purposes, etc. This type of indoor wireless 
system is established with some transmitters Tx(s) and 
receivers Rx(s). The signal transmission inside building 
between these Tx(s) and Rx(s) is known as the indoor radio 
propagation. The indoor radio propagation model predicts 
the way of radio waves that are propagated from a Tx to an 
Rx in order to predict the propagation path.  

Accurate prediction in a complex indoor propagation 
environment is undoubtedly critical for the precise 
deployment of indoor wireless communication. This is 
attributed to the unquestionably remarkable amount of 
unpredictability within the indoor radio channel that poses 

great challenges to the network designer. A few years back, 
actual channel measurements were the main source of 
information related to indoor radio propagation 
characterization [1-5]. Many measurement-based statistical 
techniques were developed then to draw rational conclusions 
from the data collected during the itinerary of measurement. 
In general, these techniques do not express the details of a 
certain building under study, though they are very simple, 
fast, and using direct formula, but their site-specific 
accuracy is very poor and therefore, wideband parameter 
prediction is not possible. On the other hand, site-specific 
propagation techniques are built on the basis of 
electromagnetic wave propagation theory to describe the 
indoor radio propagation [4, 6-8]. Site-specific propagation 
techniques do not rely on the extensive measurement; 
nonetheless, they are accurate and can predict wideband 
parameters. They are able to grasp a better insight of the 
indoor environment and no doubt, this is an important 
ingredient for the accurate prediction of signal within a 
building. Researchers used a mixture of these techniques to 
assist them in improving the accuracy, broadening the 
generality, and reducing the amount of computational 
complexity. 

One of the key shortcomings in designing ray tracing 
based propagation prediction algorithm is to store the details 
about environment efficiently. In most of the algorithms [4, 
9-11], the researchers used a single list to serve this purpose. 
This consumes a lot of time during simulation to search for a 
specific object. Other researchers [12-14], on the other hand, 
used tree-based algorithm. However, this technique is not 
used for indoor propagation prediction modeling. 
Consumption of high time during ray-object intersection test 
is another problem for the propagation prediction 
algorithms. This test consumed the most execution time and 
resources in a ray tracing technique [9, 15]. Intersection test 
is performed every time, a new ray is generated and its goal 
is to determine whether there is a ray-object intersection or 
not. During intersection test, all of the objects present in the 
area of concern will be used to identify which one has the 
actual intersection. Hence, if all objects participate in this 
test, the ray tracing time consumed will be extremely high.  

However, the existing models, such as Modified Shooting 
and Bouncing Ray (MSBR) [16], Ray Frustums (RF) [7], 
Space Division (SD) [17], Bi-Directional Path Tracing 
(BDPT) [18], Prior Distance Measure (PDM) [15], and 
Brick Tracing (BT) [19] techniques have their own 
limitations. In MSBR technique, for the Rx(s) of two 
successive cone areas, double ray counting error occurs. 
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This erroneous ray counting results in lack of accuracy. In 
RF technique, for storing the large number of triangular 
frustums, a large amount of computer memory is required 
for complex environments, which results in sluggish 
performance. In SD technique, a single list is used to store 
the entire unique cells ID. This full list has to search for 
finding a specific cell during simulation, which consumes a 
lot of time and thus increases the execution time. The BDPT 
technique cannot be used for the indoor environments that 
have several rooms. In this case, this technique shows 
inaccurate results and takes a lot of time to create the ray 
paths. In PDM method, a preprocessing operation is needed 
for the environment. This type of preprocessing makes the 
overall process more complex. For BT technique, erroneous 
reflection and transmission coefficients are found due to the 
truncation of the slab of the corner bricks. In summary, the 
main problems in modeling the indoor radio propagation 
are: (i) high time consumption of the ray-object intersection 
test, (ii) lower ray prediction accuracy, and (iii) storing of 
the environmental details in an inefficient way. 

Thus, in this paper, we have extended the use of tree-
based algorithm, i.e., Binary Space Partitioning (BSP) to 
solve the data storing problem for indoor propagation 
prediction modeling. As will be seen later, BSP will 
decrease the data searching time tremendously. For solving 
the ray-object intersection test, first we emphasize on 
identifying the exact position of the object [20-22] and then 
it will be easy to minimize the testing time. To minimize 
this time, we have optimized the BSP technique by using the 
Nearest Object Priority (NOP) concept. This will decrease 
the searching time during ray intersection testing process. 
Intersection points found by the NOP technique will later be 
used for the object location identification to determine the 
exact location of an object.  

Now, modeling in a 3D environment is much more 
complex than two dimension (2D). Electromagnetic rays can 
hit anywhere in a surface of the 3D object. It is a very 
complex idea to calculate all the different incident points 
during the simulation. To solve this problem, another new 
concept of In Contact Surface (ICS) is introduced as an 
additional optimization technique, which will minimize the 
computational complexity of the 3D environment. This 
paper is organized as follows. In Section 2, we describe how 
to achieve a balanced BSP tree. Details about the proposed 
method including the ICS and NOP concepts are explained 
in Section 3. Then, in Section 4, we elaborate the results 
obtained. Finally, a conclusion is made in Section 5. 

II. ACHIEVING BALANCED BINARY SPACE PARTITIONING 

The BSP is a technique that recursively splits the target 
space using random plane. The underlying principle of a 
BSP is to divide a space into two parts. Then, each of the 
parts under consideration will again be divided into two 
minor parts. This process continues until the parts become 
satisfactorily tiny for analysis. 

Mathematically [23, 24], we can say that, if O be a group 
of n pair-wise separate objects in 3D space IR3, a binary 
space division partition for O is a recursively demarcated 
convex subdivision of space acquired by dividing the space 
into two uncluttered regions O1 and O2 by a plane. Thus, it 

recursively constructs a BSP for }1{ OoOo   within O1 

and a BSP for }2{ OoOo   within O2. This process 

comes to an end when each cell of the BSP splits up at most 
single object of O. The word pair-wise means identical and 
the objects which poses the same types of characteristics and 
have no physical connection with each other, are defined as 
pair-wise separate objects. In an indoor environment, there 
are a lot of objects having the same characteristics. As an 
example, a number of objects in an indoor environment are 
made of wood. Therefore, all the objects made of wood will 
show the same types of propagation characteristics (same as 
for the case of plastic, steel, glass, etc.). For this reason, 
these types of objects are defined as pair-wise objects. Fig. 1 
shows an example of pair-wise separate objects. 

 

  
Figure 1. Pair-wise separate objects 
 

In this figure, 13 objects have been shown. Among them, 
objects 1, 3, 5, 7, and 9 are made of wood and objects 2, 4, 
6, 8, 10, 11, 12, and 13 are made of plastic. If we make a set 
of the same types of objects then we found, 

Set of wooden objects,   }9,7,5,3,1{wS

Set of plastic objects, }13,12,11,10,8,6,4,2{pS  

Hence, we can say that Sw is the set of 5 pair-wise objects 
and Sp is the set of 8 pair-wise objects. As we see that the 
objects have no physical connection with each other, we can 
say that all of the objects are separate from each other.  

Thus, the procedure we followed in creating the BSP tree 
is: 

i. Create a list of all the walls and objects of the indoor 
environment O. 

ii. Divide the space O into two parts, O1 and O2 by 
choosing one of the planes from the walls and objects as the 
splitter plane. 

iii. Create a list named ‘front’ for the planes that are 
completely at the front of the splitter plane. 

iv. Create a list named ‘back’ for the walls, which are 
completely at the back of the splitter plane. 

v. When the splitter plane crosses any of the walls or 
objects, divide that wall or object into two parts. Then, the 
front part of the splitter will go to the front list and the other 
part into the back list. 

vi. In the BSP tree construction process, the splitter plane 
is sited. The first plane is treated as the root of the entire 
tree. The objects, which are placed in front of the splitter in 
the environment, will go to the right side of the parent. The 
objects placed in the backside will go to the left side of the 

 104 

[Downloaded from www.aece.ro on Friday, March 29, 2024 at 14:07:32 (UTC) by 3.236.98.81. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 13, Number 4, 2013 
 

parent. 
vii. The process (i)-(vi) will repeat for O1 and O2 

separately until one line segment is left. 
The challenge to execute the above procedure is to ensure 

that a balanced tree structure will be created. If the splitter 
intersects with the objects then the number of fragments of 
the scene will be increased. These may lead to potentially 
unbalanced tree structure. Thus, it is of utmost importance to 
choose the splitter wisely. Theoretically, a BSP tree can 

grow up to a size of , where n is the number of 

objects [

)( 2nO

25, 26]. In practice, however, the number of splits is 

smaller and it is about to the order of  in our case. 

This is due to the principle of locality [

)( 2/3nO

27] used, which 
described that discrete geometric objects are bounded and 
their size is relatively small to the residing space. 

With the above mentioned problem, the best solution is to 
avoid them completely, which is called perfect partitioning 
[28]. Perfect BSP is a BSP that can be acquired by daunting 
the limitation that each splitting plane is a plane that does 
not intersect at all. A perfect BSP for object set C in 3D is a 
binary tree T with the following properties [28]: 

i. If 1C  then T is a leaf; the set C is stored explicitly at 

this leaf. 

ii. If 1C  then the root v of T stores a plane , such 

that the set of objects that are intersected by  is empty. 

The left (right) child of v is the root of a BSP tree  

for the set 

vp

T

vp

)( T

 pv
  CppsCsCp vvv : s:Cs , 

where  v
pv p  is the region on the front (back) side of  

and 
vp

 Cpv Cpv  is non-empty. 

This kind of perfect BSP tree is however difficult to occur 
in any practical indoor environment. Only for a very simple 
environment, it may exist. The good thing is, this perfect 
BSP can be exploited for partial tree generation. In our case, 
for example, if a portion of the complex environment is 
relatively simple, then the perfect partitioning will be 
exploited. This will not only minimize the splitting time but 
also decrease the execution time. 

Since perfect BSP is not suitable to be used in a complex 
environment, we resort to hybrid heuristics. A single hybrid 
heuristic is composed of six heuristics as presented in [29]. 
For evaluating a sub-problem P, a digraph  is used. 

Fig. 2 represents a digraph of a portion of a complex 
environment. The graph contains a set of nodes. These 
nodes signify the objects of the sub-problem. The existence 
of an edge between x and y nodes is possible if and only if 
the fundamental plane of x and object of y criss-cross each 
other. The six heuristics [

)(PG

29] are for choosing the candidate 
splitter S:  

(i) Select the minimum outdegree node S from , 

where the number of tail endpoints adjacent to a node is the 
outdegree of the node. 

)(PG

(ii) Select the maximum indegree node S from , 

where the number of head endpoints adjacent to a node is 
the indegree of the node. 

)(PG

(iii) If there is more than one solution of (i), then tie-break 
using (ii).  

(iv) Select the node S from  that minimizes – )(PG

)()( SOUTSIN  . 

(v) Select the node S from  that minimizes - )(PG

))()()(g( SOUTSINSreeOutde  . 

(vi) Select the node S from  that minimizes - )(PG

))()()(g( SOUTSINSreeOutdeN  . 

where  is the amount of objects in the half-space 

containing S that includes the source,  is the 

amount of objects in the half-space containing S that 
excludes the source, and N is a positive integer. This hybrid 
heuristic will help us choosing the proper splitter planes to 
create a balanced and relatively small tree.  

)(SIN

)(SOUT

 

  
Figure 2. Illustration of digraph  for a portion of environment P )(PG
 

The algorithm explained so far is used for constructing a 
balanced tree structure and it is for a situation whereby there 
is no intersection between the splitter and the object. To 
address the situation of intersection between the splitter and 
the object, we used a ‘window list’. It is a simple data 
structure introduced by Chazzelle [30, 31]. An axis parallel 
obstacle O in a 3D space IR3 is defined as [31]:  

  (1) ],[],[],[
332211 bababaO 

 

 
 (a) 

 

   
  

(b) 
Figure 3. Illustration of the intersection between splitter and object and 
creation of window list (a) Single object (b) Multiple object 
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Any plane P normal to any of the 3 axes divides IR3 into 
two halves as shown in Fig. 3. Any object R intersected by 
plane P splits into two parts, which are non-overlapping. 
More specifically, for any , the plane  splits 

the object ] into two parts: 

),( jj bap

,[],
332 bab 

px j 

[],[
211 abaO 

],[]...,[],[],[
332211

pabababaO jleft
   (2) 

and, 

]   (3) ,[]...,[],[],[
332211 bbababaO jright

p

Now let, ]},[],...,,[],,{[},...,,{ 221121 bababaOOOS nnn 

*
jk

*
jk

 

be a set of n feasibly overlapping objects in a 3D space IR3, 
and let, Pj be a random plane orthogonal to the j-th 
coordinate path. Let Pj

< and Pj
> indicates the set of objects 

lying in the part below the cut Pj and above the cut Pj, 
respectively. Next, let Pj

= indicates the set of objects, which 
are intersected by the plane Pj. Let, the maximum number of 

objects intersected by the plane Pj is . The profile k* of S 

is demarcated to be minimum of all , i.e., 

  (4) },,min{ *
3

*
2

*
1

* kkkk 
 

 

  
  

 (a)   (b) 

 
 

  
  

 (c)   (d) 
Figure 4. Creation of BSP tree from sample environment (a) Part of an 
environment, (b) 2D representation of (a), (c) Partitioning of (b), (d) BSP 
tree of (a) 
 

Let, ,  for , and  be the 

set of objects in S close to x for each  is named 

the profile of S at x. Now,  will split into a non-

overlapping set of T in parts of  and it is satisfied by 

the following [

ii al min ii br max

[

ni 1

 lx ,[

]

mI,...,

x
xr].

,rl

I1

30]: 

 jj WkW *     (5) 

where 2  is a constant and 

  






xmin,1

1

 
 xWk

jIj max*  is the minimum profile of the 

set Wj. Each set Wj, , is termed as window and the 

systematic sequence  is called the window 

list 

mj 
,( 1 WWW  )...,2 mW

 W .  

In Fig. 4, an illustration for creating the BSP tree from a 
sample environment is shown. In this illustration, plane C is 
chosen as the first splitter. This splitter plane cuts wall F 
into two parts, F1 and F2. These two parts are now in 
different branches. No further intersection occurs and hence, 
the normal BSP procedure will continue.  

III. PROPOSED ALGORITHM 

In the section, we will deliberate on our proposed method. 
The algorithm for the object location identification will be 
described first and then followed by faster ray tracing 
algorithm. Our proposed method is based on the balanced 
BSP as elaborated in the previous section. For reducing the 
execution time and complexities, we introduced two new 
concepts: ICS and NOP. The ICS concept is used for 
searching the position of the objects and also for the ease of 
the 3D simulation, while the NOP concept is used for the 
ray-object intersection validation purpose. 

First, we will discuss the position searching of an object 
relative to the transmitter (Tx). This process is carried out by 
determining the intersection point between the ray generated 

by the Tx and the object. The intersection point  is 

the position of the object from the Tx.  

),,( zyx

The ICS shown in Fig. 5 is defined as the effective 
surface within an object, which is used for calculating ray-
object intersection. In this concept, a new invisible or 
imaginary surface is created inside the 3D object at a point 
where the ray contacted with the object. This surface will be 
a 2D surface and it is created at the middle of the object. It is 
introduced with the aim of simplifying the algorithm and 
hence, reducing the computational complexity. The 3D 
objects we used in this study are made of cubes or cuboids, 
which consist of six faces and eight vertices. Each vertex 
will be assigned a unique address or coordinate point. Using 
these points, the system developed in this study will 
calculate the coordinates of the ICS.  

Assuming k, l, m, and n are the four vertices of the ICS 
and C1, C2, C3, C4, C5, C6, C7, and C8 are the eight 
vertices of the cube or cuboids, then the coordinate of k of 
the ICS is defined as:  

 
2

3__1__
__

CofabscissaCofabscissa
kof


abscissa

ordinate

(6)

3__1____ CofordinateCofordinatekof   (7) 

and l, m, and n coordinates are determined in the same 
manner as the k coordinate. When a ray is launched, the 
algorithm will first determine the existence of a line-of-sight 
(LOS) path between the Tx and the receiver (Rx). If there is 
a LOS path, there will be no need to find the object position. 
In this regard, the ray tracer will trace a source ray in a 
particular direction and test whether an object and the ray 
intersection occur. 

Referring to Fig. 5, suppose L1 is the source ray and L2 is 
the ICS generated after the source ray incident to the 3D 
object. Here,  with vector  represents 

L1, while (  with vector  represents L2 

or the ICS. If L1 and L2 are the two lines represented by 

vectors 

),,( 111 zyx

),, 22 zy

),,( 111 cba

),, 22 cb2x ( 2a

1L  and 2L , then we have to first ascertain whether 
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these lines are intersecting or not. For this, we used vector 

algebra, where the cross product of 1L  and 2L  are [32]: 

 ˆ.sin2121 LLLL    (8) 

According to vector algebra, we know that if two vectors 
are in parallel then their cross product will be zero. Now, the 
algorithm will check first that (8) is zero or not. If it is not 
zero then the algorithm will conclude the two lines as 
intersecting and determine the intersecting point. Hence, we 
can write the parametric equations for the two lines as: 

111111111 *,*,* tczztbyytaxx    (9)  

and, 

222222222 *,*,* tczztbyytaxx    (10) 

where  and  are two unknown parameters. 1t 2t
 

 
Figure 5. Creation of ICS and intersection with the source ray 
 

At the intersection point, the  values of both 

equations will be same. Now, after equating the values of x 
and y, we will get: 

),,( zyx

222111 ** taxtax    (11) 

222111 ** tbytby     (12) 

By solving (11) and (12), we found the unknown values 

of  and  as follows: 1t 2t
   

2112

122122
1 baba

yyaxxb
t




 ,
   

2112

121211
2 baba

yyaxxb
t




 (13) 

After putting these values of  and into (9) and (10), 

we can determine the intersection point  of L1 and 

L2. This point is the relative position of the object from the 
Tx and hence, the position of the object has been identified. 
It should be noted here that the algorithm will check the 
position of all objects that interact with the Tx. 

1t 2t

(x ),, zy

After having identified the relative position of the object 
with respect to the Tx, the next task is to identify the 
intersecting object. This is done by the NOP concept. With 
NOP, all the prerequisites are: the pre-calculated normal of 
the plane, the nearest pre-calculated distance from the 
source to the plane, and a vector going from the origin to the 
object. To formulate it, we first assume the following: 

-q is a vector, which starts from the object to the origin. 
-s is the distance from the origin to the plane. 
-l is a vector, which is opposite to the plane’s normal 

direction and its length is one. 
-Q is the angle between q and l. 

From the vector analysis [32], we know that, a dot product is 
equal to the product of the absolute length of the two 
vectors, multiplied by the angle between them or sum of the 
product of the components. Mathematically, it can be 
expressed as follows: 

  zlzqylyqxlxqQlqlqdot .*..*..*.cos,   (14) 

Since, the length of the normal is one to: 
  zlzqylyqxlxqQqlqdot .*..*..*.cos,  (15) 

However, one of the elements of vector q, Qq cos  is in 

the direction of vector l. That means, if  is a less 

significant quantity than s, top of the plane is denoted and if 
 is superior in respect to s, bottom of the plane is 

denoted. Therefore, by subtracting them, we found: 

),( lqdot

),( lqdot

  lqdotsSide ,sgn     (16) 

  zlzqylyqxlxqsSide .*..*..*.sgn   (17) 

Now, we can quickly determine which side of any object 
is facing the Tx by using (17).  

 

   
 

(a) 

  
 

(b) 
Figure 6. (a) Multipath propagation in a 3D environment (b) Propagation 
mechanism 
 

In an indoor environment, such as the one shown in Fig. 
6(a), there will be many objects within the environment, in 
which most of them are overlapping. The target here is to 
predict the path of the significant rays emanated from Tx to 
Rx. In this figure, only two rays R1 and R2 are significant. 
Inside the environment, multipath propagation [33] will take 
place due to typical propagation mechanisms, such as 
reflection, refraction, and diffraction as indicated in Fig. 
6(b). If the rays traverse through two or more objects at any 
one time, then it needs to find out the nearest object or the 
intersecting object. For finding the nearest object, we used 
the NOP technique as described before.  

In the normal ray tracing method, data of the indoor 
environment are stored in a single list [4]. This is to say that 
if there are one thousand objects and we need the 1000th 
object for ray tracing, then it searches through the whole list. 
This will increase the computation time. To decrease this 
time, we used the balanced BSP tree as explained in Section 
2 for building the database. The time required for data 
searching from a single list is in the order of , where n )(nO
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is the number of objects. In our case, it is reduced to 
)(lognO , which is significantly smaller than )(nO . Note 

n an object is divided by the splitter pla en we 
have to go to both of the branches, for this reason, 
sometimes it can be slower than )(lognO . 

For finding the exact object pos  we

that, whe

ea

ig

ne, th

ed ICS.

e)  

 

n,

 

or 

 

  
t

ition,

Root splitter of BSP tree and

drant (

ocat

Y

 us  It is 

 

angl

ion,

 

 

c

es” 

hen  

 depends on the number of 

IV. RESULTS AND DISCUSSION 

To as d technique, 
ex

sier to represent one side of an object with two different 
points. However, in the case of electromagnetic ray, we can 
define the starting point, but not the finishing point. 
Fortunately, we know the direction of the ray. For this 
reason here, we represented the ray with a point and a 
directional vector. Thus, we can get the exact object 
position. 

 
Input : 
transmitter (Tx) location  
Input : Start and stop angles of source 
ray shooting 
Input : Ray shooting angle, θ is from 0° 
to 259° and angle increment is 1° each 
time 
1. angle = StartingAngle  
2. Ray.initialLocation = 
Tx.initialLocation  
3. repeat  

 ← FindQua4. Quadrant
5. Ray ← CreateRay(Quadrant, 
Ray.initialLocation)  
6. ListOfRay.Add(Ray)  
7. Distance ← 

y.InitialLGetDistance(Ra
Ray.FinalLocation) 8. Ractangle ← 
CreateRectangle (Ray.InitialLocatio
Quadrant )  
9. Ray ← FindNearestIntersectPoint 
(Distance, BSP_Tree, Ray, Rectangle)
10. ListOfRay.Add(Ray)  

fNextRay(Ray.in11.angle=CalculateAngleO
identAngle)  
12. Ray.initialLocation = 
Ray.finalLocation  
13. until (Ray.Received = “
Ray.Lost = “Yes”)  
14. if (ListOfRay[ ListOfRay.Count -
1].IncidentAt = “Receiver”) then 15. 
DrawSignificantRays(ListOfRay)  
16. end if  

ngle ← InitialAngle+117. InitialA
18. if (InitialAngle <= FinalAngle) 
19. Ray_ Tracer (InitialAngle, 

end if FinalAngle, BSP_Tree, Tx); 20. 
Figure 7. Overall ray tracing algorithm 
 

The accuracy of an algorithm
s nificant rays, i.e., a higher number of significant rays 
means higher accuracy. For this, we have to ensure that all 
the rays generated by the Tx are reaching the Rx. To achieve 
this, the smallest ray shooting angle is needed. However, if 
the angle is very small then the computation time will 
increase. Hence, a trade-off between the shooting angle and 
the time is required. In our work, we have chosen one 

degree (1°) difference between two consecutive rays. This 
will ensure that the most number of significant rays are 
captured, while at the same time ensuring less computation 
time. Thus, the accuracy will also increase. The overall 
signal prediction algorithm is shown in Fig. 7. 

sess the performance of the propose
periments are done in real test bed. All the environments 

taken for these experiments are practical environments. 
Total five environments (Fig. 8 shows one of the five 
environments) are used for the performance evaluation of 
the proposed technique in comparison with the existing 
techniques. The simulation environments consist of multiple 
objects that typically exist in any indoor environment and 
the measurement was carried out for ten different scenarios 
of each environment. In the simulation, the transmitter and 
the receiver are represented by Tx and Rx, respectively. The 
difference between one scenario and the other is the position 
of the Tx and Rx inside the indoor environment. No specific 
rule is followed for placing the Tx(s) and Rx(s). They are 
placed in a random manner. This is because, in an indoor 
environment, the receiver can be anywhere and the Tx 
position is also changed for optimizing its performance. The 
number of Tx(s) and Rx(s) are also kept similar for all of the 
scenarios (we have just changed the positions of them). For 
fair comparison with the existing algorithms, we used the 
same 3D environments and all experimental settings are 
kept equivalent. The results for the environment of Fig. 8 
have been represented in the later part of this section and the 
detailed results for all five environments are given as well. 

For object position detection, we have compared our 
proposed algorithm with Multiple Time Sample (MTS) 
method [34] and hybrid localization method [6]. The MTS 
method for localization needs some experimental data to 
locate the object in which sometimes it is not possible to 
carry out these experiments. In that case, this method can be 
inefficient. On the other hand, the hybrid localization  

 

 
Figure 8. 3D simulation environment 

base for storing the data and 
he

 

method needs a large data
nce, it takes more time for computation. Fig. 9 represents 

the results on how accurately an object can be localized by 
different methods evaluated. It can be seen from Fig. 9 that 
although the accuracy is close to each other but the proposed 
method reaches the highest. Thus, we can conclude that the 
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proposed method is the most accurate method among the 
three methods evaluated. 

In terms of computation time for calculating the position 
of an object, it can be seen from Fig. 10 that the proposed 
method requires the least. This is attributed to the simple 
vector algebra used in the proposed method, which resulted 
in more efficient computation time. 
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Figure 10. Comparison in terms of detection time 
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Figure 11. Comparison between different signal prediction algorithms in

For the propagation prediction mode, we compare the 
pr

gi

 
terms of computation time 
 

oposed method with the RF technique [7] and the MSBR 
technique [16]. Fig. 11 shows a comparison based on 
computational time for ten different scenarios as mentioned 
earlier. It can be observed that our proposed method gives 
23.87% superior computational efficiency than the RF 
technique and 18.48% than the MSBR technique. 
Furthermore, the comparison in terms of ray prediction 
accuracy is presented in Fig. 12. It was found that our 
proposed method has a superior accuracy of 88.75% than 
the MSBR technique and 65.93% than the RF technique.  

It can be observed from Table 1 that our proposed method 
ves 26% superior computational efficiency than the RF 

technique and 21.16% than the MSBR technique. It is also 
found that our proposed method has a superior prediction 
accuracy of 66.50% than the MSBR technique and 42.44% 
than the RF technique. Here, the superiority values are 
averages of the five environments. 
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Figure 12. Comparison between different signal prediction algorithms in

BLE I. OVERALL RESULTS FOR ALL FIVE ENVIRONMENTS 

 
terms of prediction accuracy 

 
TA

 Time (ms) No. of predicted rays 
  Proposed RF MSBR Pr  oposed RF MSBR

1 278 344 317 169 117 100 
2 279 365 352 123 88 71 
3 207 305 287 147 105 99 
4 164 247 231 187 129 121 
5 338 432 402 103 72 55 

 

V. CONCLUSION 

In a ray amount of time is 
re
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 tracing algorithm, a huge 
quired for storing and retrieving of object information and 

ray-object intersection test execution. The algorithm based 
on BSP tree, which is optimized by ICS and NOP, is 
presented in this paper. By embedding a balanced BSP tree 
structure, the data storing and retrieving time is minimized. 
The optimization techniques of ICS and NOP reduced the 
ray-object intersection test time by calculating the accurate 
and the nearest position of the object. Analysis of the results 
proved that the proposed algorithm has lower time 
complexity and higher efficiency than the existing 
techniques. The average results obtained from the five 
environments reveal that the computational efficiency of the 
proposed algorithm has been improved of about 26% and 
the accuracy has been increased up to 66.50%. The proposed 
ray tracing technique has a great potential to be used for 
planning indoor wireless networks and with some minor 
changes it can also be used for outdoor environments.  
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