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1Abstract—Ridge frequency is an important parameter in 

fingerprint image processing and feature extraction. However, 
ridge frequency estimation is a difficult task in noisy 
fingerprint images. A simple and accurate method for the 
computation of fingerprint ridge frequency using the Fourier 
spectrum is proposed. The results of the experiments 
conducted on a collection of fingerprints as well as a 
quantitative method for performance evaluation based on a 
Gabor filter-bank are presented. The proposed method is 
robust with respect to noise and reliable frequency images are 
obtained. 
 

Index Terms—biometrics, feature extraction, fingerprint 
recognition, identification of persons, spectral analysis. 

I. INTRODUCTION 

There is an increasing need for reliable person 
identification in modern society for safeguarding valuable 
information, economic assets, and critical infrastructures [1]. 

The use of fingerprints as a biometric identifier is both the 
oldest mode of automated person identification and the most 
widely deployed today [2-3]. Because of the distinctiveness 
and permanence properties, fingerprints have been 
successfully employed in law enforcement applications for 
more than a century [2]. The cost and maturity of 
fingerprint-based identification technology as well as the 
growing identity fraud/theft have led to the use of 
fingerprints in a wide range of government and commercial 
applications [3]. 

A fingerprint consists of a pattern of interleaved ridges 
and valleys [3]. The local ridge frequency ijf  at point  ,i j  

in a fingerprint image is the number of ridges per unit length 
along a hypothetical segment centered at  ,i j  and 

perpendicular to the local ridge orientation [3]. By 
estimating the local ridge frequency at discrete positions, a 
fingerprint frequency image is obtained. 

The frequency image estimation represents an important 
step in fingerprint image processing and feature extraction. 
Applications that require the computing of local ridge 
frequency include fingerprint image enhancement [4-15] 
and fingerprint minutiae filtering [16-18]. However, ridge 
frequency estimation is a difficult task in fingerprint areas of 
low quality. 

The rest of the paper is organized as follows. In section 2, 
a review of previous approaches to fingerprint ridge 
frequency estimation is presented. Section 3 describes the 
method proposed for computing the local ridge frequency in 
fingerprint images. The results of the experiments conducted 

on a set of fingerprints as well as a quantitative method for 
performance evaluation are presented in section 4. Section 5 
concludes the paper. 

 
 

II. PREVIOUS WORK 

The approaches proposed in the literature for the 
estimation of local ridge frequency in fingerprint images use 
processing in both the spatial and frequency domains. 

Hong, Wan, and Jain [6] divide the input fingerprint 
image I into non-overlapping blocks of size w w  pixels 
and estimate local ridge frequency for each block centered at 
point  ,i j . An oriented window of size l w  pixels, 

centered at the point of interest, is defined in the ridge 
coordinate system (with the y-axis along the local ridge 
orientation ij ). The x-signature of the gray levels in the 

oriented window is determined using the following equation: 
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. The local ridge 

frequency ijf  is computed as the inverse of the average 

number of pixels between two consecutive peaks of the 
x-signature. 

Maio and Maltoni [19] show that the ridge pattern in 
fingerprint images can be locally modeled as a two-
dimensional sinusoidal signal and use the partial derivatives 
of first- and second-order to compute the local ridge density. 

In the method proposed by Kovacs-Vajna, Rovatti, and 
Frazzoni [20], a two-step procedure is employed: first, the 
average ridge distance is computed in each significant 
portion of the fingerprint image and then this information is 
propagated onto the remaining regions to complete the 
estimation, according to a diffusion equation. Two methods 
are considered in the first step: geometric and spectral. 

Based on the intrinsic characteristics of the ridge pattern 
in fingerprint images, Kamei [10] proposes a filter designed 
in the Fourier domain, having two distinct components, a 
frequency filter corresponding to ridge frequency and a 
directional filter corresponding to ridge orientation. The 
local ridge frequency is selected not only according to the 
maximum filter response, but also taking local smoothness 
in the fingerprint into consideration. 

Yin, Tian, and Yang [21] analyze the performance of the 
spectral analysis method and the statistical method for ridge 
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distance estimation in fingerprint images. Based on the 
performance analysis of the two methods, a hybrid approach 
is defined. First, ridge distances are estimated with the 
statistical method. For block images whose ridge distances 
cannot be estimated, the spectral analysis method is then 
applied. 

The algorithm proposed by Chikkerur, Cartwright, and 
Govindaraju [13] is based on short time Fourier transform 
analysis. The fingerprint image is divided into partially 
overlapping, raised cosine windows. The Fourier spectrum 
of each window is analyzed and a probabilistic estimate of 
the dominant ridge frequency is obtained. 

Based on local orientation, Gottschlich [15] constructs 
curved regions that are used for estimating the local ridge 
frequency in the spatial domain. Depending on an 
information criterion, the gray-level profile is smoothed 
with a Gaussian kernel. Both, minima and maxima are taken 
into account and the inverse median is applied for the ridge 
frequency estimate. 

III. PROPOSED METHOD 

The ridge-valley pattern in fingerprint images can be 
locally modeled as a sinusoidal-shaped surface. The Fourier 
spectrum of this surface consists of two peaks, symmetrical 
about the origin. The distance between these peaks indicates 
the local ridge frequency. Fig. 1 presents samples of 
fingerprint regions of different quality and the 
corresponding Fourier spectra. 

 

     

     
Figure 1. Samples of fingerprint regions of different quality and the 
corresponding Fourier spectra 
 

Given that the two peaks of the Fourier spectrum are 
symmetrical about the origin, only one of the two maxima is 
determined. The position of the peak of the Fourier 
spectrum indicates the ridge frequency and its magnitude 
differentiates the ridge region from the fingerprint image 
background. 

In our approach, fingerprint frequency image is estimated 
at a square grid spaced 16 pixels apart. The fast Fourier 
transform is applied on each block of size 32×32 pixels 
centered at each grid point. The maximum value of the 
centered Fourier spectrum is searched in the upper half of 
the frequency rectangle, only in the region of valid ridge 
frequencies (Fig. 2): 
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Figure 2. The upper half of frequency rectangle and the region 
of valid ridge frequencies 
 

Let  and  be the coordinates of the maximum value 

of the Fourier spectrum, 
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spectrum has a limited number of discrete components, for a 
more accurate determination of the position of the maximum 
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Fourier spectrum with the largest value. Therefore: 
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Ridge frequency is given by the distance between the 
peak of the Fourier spectrum and the center of frequency 
rectangle. The local ridge frequency at point  ,i j  is 

computed as: 
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Ridge frequency is not defined in the fingerprint image 
background. The values obtained with equation (5) are 
considered only in the ridge regions, by thresholding the 

 ,m mF u v  magnitudes. We chose as a threshold a value of 

0.15 of the maximum of the  ,m mF u v  magnitudes for all 

blocks in the image. 
By applying the proposed method for the samples shown 

in Fig. 1, we obtained the following values of ridge 
frequencies: 1 9.9 , 1 10.2 , and 1 12.3 , respectively. 

Though not as fast as the processing in the spatial domain, 
the proposed method is more robust with respect to noise in 
the fingerprint images. Accurate ridge frequency estimates 
are obtained, even in the presence of ridge breaks and links 
between parallel ridges (Fig. 1). 

Most of the existing algorithms for ridge frequency 
estimation rely on computing local ridge orientation. 
However, a reliable orientation image is difficult to extract 
in fingerprints of poor quality. The proposed method is 
based on finding the maxima of the Fourier spectrum in the 
range of valid ridge frequencies, leading to reliable ridge 
frequency estimates. 

IV. EXPERIMENTAL RESULTS 

Two representative approaches for estimating local ridge 
frequency in both the spatial and frequency domains, 
presented in [6] and [13], respectively, and the method 
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proposed in the previous section were implemented in the 
MATLAB software. 

In order to evaluate the performance of the three methods, 
experiments were conducted on set B of FVC2002 databases 
[22] (a total of 320 fingerprints). The set of fingerprints 
includes four different databases (DB1, DB2, DB3, and 
DB4), collected by using different sensors/technologies (see 
Table I). 

 
TABLE I. FVC2002 DATABASES [22] 

 Sensor type Image size Resolution 

DB1 
optical sensor “TouchView II” 
by Identix 

388×374 
(142 Kpixels) 

500 dpi 

DB2 
optical sensor “FX2000” 
by Biometrika 

296×560 
(162 Kpixels) 

569 dpi 

DB3 
capacitive sensor “100 SC” 
by Precise Biometrics 

300×300 
(88 Kpixels) 

500 dpi 

DB4 
synthetic fingerprint generation 
SFinGe v2.51 

288×384 
(108 Kpixels) 

about 500 
dpi 

 

Fig. 3 shows sample images from databases DB2 and 
DB4 and the corresponding frequency images computed 
with the methods presented in [6], [13], and the proposed 
one. The local ridge frequency varies significantly across 
different regions of the same fingerprint and different 
fingerprint images are characterized by different average 
frequencies. For the sample fingerprint images shown in 
Fig. 3, the local ridge frequency varies within the ranges 

 1 18, 1 7.3  and  1 18, 1 6.7 , respectively. The average 

ridge frequencies for the same fingerprint images are 1 10.5  

and 1 8.4 , respectively. 

In the case of the method presented in [6], it is difficult to 
reliably detect consecutive peaks of gray-levels in the spatial 
domain in the presence of noise, high curvature regions or 
minutiae and it may fail to estimate a ridge frequency. On 
the other hand, the method presented in [13] and the 
proposed approach, both using processing in the frequency 
domain, are more robust with respect to noise and reliable 
frequency images are obtained. 

It is difficult to objectively measure the errors of a ridge 
frequency estimate. Previous approaches assessed the 
quality of ridge frequency estimates by means of manual 
inspection of a limited number of fingerprint images [20] or 
indirectly, by evaluating the performance of the fingerprint 
recognition system in which the methods for estimating the 
local ridge frequency had been incorporated [6], [13], [19-20]. 

We propose a method based on a Gabor filter-bank for 
quantitative evaluation of the errors of a ridge frequency 
estimate. Gabor filters are both frequency- and orientation-
selective and provide optimal joint resolution in both the 
spatial and frequency domains [23-24]. 

A reliable frequency image can be computed by using a 
Gabor filter-bank, providing that the number of filters is 
large enough. We employed a bank of 200 Gabor filters 
having 8 discrete orientations  1 8i i   , where 

, and 25 discrete frequencies equally spaced 

within the range 

1, 2, , 8i  

 1 18, 1 3 . Each block in the fingerprint 

image is convolved with the set of Gabor filters. When the 
filter parameters match the local ridge features, the ridge 
pattern in the filtered block has a high contrast between 
ridges and valleys. The parameters of the Gabor filter 

corresponding to the filtered block with the largest standard 
deviation indicate the local ridge features. 

 

  
a) 

  
b) 

  
c) 

  
d) 

Figure 3. Sample images from databases DB2 and DB4 (a) and the 
corresponding frequency images computed with the methods 
presented in [6] (b), [13] (c), and the proposed one (d) 
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The frequency images obtained by each of the three 
methods were compared with the frequency image 
computed by using the Gabor filter-bank. However, there 
should be noted that the computation of local ridge 
frequency by using a Gabor filter-bank is time-consuming 
and, therefore, not suitable for real-time applications. 

For each fingerprint, the mean absolute error between the 
ridge frequency estimate of each method and the ridge 
frequency obtained by using the Gabor filter-bank was 
computed, taking into account only the valid frequency 
values. The averages of the mean absolute errors for each of 
the four databases, along with their standard deviations, are 
presented in Table II. 

The evaluation results show a decrease in both the 
average error and standard deviation of the ridge frequency 
estimate obtained by using the proposed method, for all of 
the four databases. On average, the proposed method led to 
reductions of 65.1% and 29.8% of the average error 
compared to the methods presented in [6] and [13], 
respectively. 

 
TABLE II. THE FREQUENCY ESTIMATION ERRORS 

 DB1 DB2 DB3 DB4 
Method in [6] 0.0413 0.0205 0.0448 0.0228 
Method in [13] 0.0102 0.0141 0.0259 0.0141 Average 

Proposed method 0.0081 0.0095 0.0147 0.0129 
Method in [6] 0.0219 0.0065 0.0147 0.0123 
Method in [13] 0.0027 0.0041 0.0106 0.0094 

Standard 
deviation 

Proposed method 0.0018 0.0032 0.0046 0.0066 

V. CONCLUSION 

A simple and accurate method for fingerprint ridge 
frequency computation in the Fourier domain was proposed. 
Previous approaches to ridge frequency calculation assessed 
the quality of ridge frequency estimates by indirect means. 
A method based on a Gabor filter-bank was introduced for 
quantitative evaluation of the accuracy of ridge frequency 
computation. The results of the experiments conducted on a 
collection of fingerprints show a superior performance of 
the proposed method compared to previous approaches. The 
method proposed is more robust with respect to the quality 
of fingerprints and reliable frequency images are obtained. 

Our future work will include the method proposed for 
computing the local ridge frequency in the process of 
fingerprint image enhancement. 
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