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1Abstract—Temperature rise simulations are one of the key 

steps in the design of high-voltage substation connectors. These 
simulations help minimizing the number of experimental tests, 
which are power consuming and expensive. The conventional 
approach to perform these simulations relies on finite element 
method (FEM). It is highly desirable to reduce the number of 
required FEM simulations since they are time-consuming. To 
this end, this paper presents a data-driven modeling approach 
to drastically shorten the required simulation time. The data-
driven approach estimates the thermal response of substation 
connectors from the data provided by a reduced number of 
FEM simulations of different operating conditions, thus 
allowing extrapolating the thermal response to other operating 
conditions. In the study, a partitioning method is also applied 
to enhance the performance of the learning stage of a set of 
data-driven methods, which are then compared and evaluated 
in terms of simulation time and accuracy to select the optimal 
configuration of the data-driven model. Finally, the complete 
methodology is validated against simulation tests. 
 

Index Terms—computer simulation, connectors, finite 
element methods, predictive models, thermal analysis. 

I. INTRODUCTION 

Temperature rise is one of the most important parameters 
during the design stage of substation connectors. It 
characterizes its thermal behavior which in turn greatly 
influences their expected lifetime and failure occurrence. 
Thermal stresses at which substation connectors and cables 
are subjected during real operating conditions greatly 
depends on weather conditions, the specific design, the 
amount of electrical current applied and the specific current 
cycling profile [1]. To ensure suitable thermal and electrical 
behavior, substation connectors must pass mandatory 
experimental tests in accordance with the ANSI/NEMA 
CC1-2009 standard [2] before their installation. This 
standard dictates that the temperature of the tested connector 
must not exceed the temperature of the conductors to which 
it is connected [3].  Since these tests are expensive and time-
consuming, researchers are developing software tools to 
simulate accurately the thermal behavior of substation 
connectors [4-5]. Modelling software tools increase the 
competitiveness in the execution of technical applications 
[6], where it is necessary to have fast and accurate design 
tools to develop appropriate models of the designed 
components by taking the physics involved into account. 
These modelling methodologies must reach a compromise 
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and equilibrium among simplicity, applicability and 
precision to reproduce the behavior of such industrial 
components [7]. It is a recognized fact that FEM is a flexible 
and useful numerical tool that allows analyzing non-linear 
multiphysics problems [8]. Nowadays, the high voltage 
components industry is using three-dimensional FEM (3D-
FEM) simulations during the design and verification stages 
to accelerate the design process and reduce development 
costs while ensuring suitable component behavior [9-11]. In 
this study, FEM-based simulations allow assessing the 
feasibility of component thermal behavior during the 
product design phase, to ensure maximum component 
efficiency, reliability and quality. This is a complex 
multiphysics problem because of the strong interaction 
between the electromagnetic fields and the thermal behavior 
of substation connectors [4-5], which requires very high 
computational resources and is time demanding. Due to the 
wide range of possible operating and ambient conditions, to 
determine the temperature rise for all conditions, many 
similar simulations are required. However, this is a very 
time-consuming process due to the high computational cost 
involved with the 3D-FEM simulations. Therefore, there is 
an urgent need in reducing the time spent on the iterative set 
of simulations. Recently some authors have proposed some 
methodologies to reduce the computational burden in FEM 
simulations [12-13]. Other approaches simply implement 
parallel processing after the division of the task into threads 
[14-15]. To reduce the computational requirements and 
simulation time, this paper presents a data-driven computer-
based systematic approach to optimally modelling 
temperature rise tests in substation connectors, which allows 
estimating the thermal response of substation connectors 
from the data provided by a small set of 3D-FEM 
simulations of different operating conditions. The data-
driven approach allows extrapolating the thermal response 
to other operating conditions, thus being a useful tool for 
anticipating the test results faster than FEM-based methods 
do [16]. Data-driven prediction approaches can save 
computational time and resources while providing accuracy 
enough [17-18].  

II. APPLIED MODELING METHODOLOGY 

To test the suitability of the proposed methodology, a set 
of realistic data is required. For this purpose, the 
temperature rise curves of five parts (average temperatures 
of the bottom part of the body and the four keepers) of the 
analyzed substation connector obtained from 3D-FEM 
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thermal simulations are the input data of the algorithms dealt 
with. The goal of the proposed method is to obtain from 
only three simulations performed at 50%, 100% and 200% 
of the rated current (986 A), the temperature profiles of the 
five parts of the connector at any test current. After training 
this algorithm with the data provided by the three FEM 
simulations, it should run in standalone mode, allowing to 
predict the temperature distribution in the connector in a fast 
manner. The thermal curves shown in Fig. 1, which were 
obtained from FEM simulations, serve for the interpolation 
of the intermediate thermal curves generated by different 
currents as well as training and test) data as detailed in the 
next paragraphs. From the simulation results shown in Fig. 
1, it seems that the use of non-linear models based on 
artificial neural networks can be useful to deal with this 
problem, because of their ability to represent both linear and 
non-linear relationships and to learn these relationships 
directly from the data being modeled.  

 
Figure 1. Temperature curves of the different parts of the substation 
connector (T-type S210ZTLS from SBI Connectors) under different 
operating conditions the catalogue. 
 

Fig. 2 summarizes the multistep procedure proposed in 
this work, which is discussed below. 

Step 0. Database generation. The database used to train 
the data-driven models is generated from the data of the 5 
parts of the connector provided by the three FEM 
simulations, thus obtaining a total of 15 time-current curves. 

Step 1. Partitioning methods. Partitioning methods are 
required to split the full database into train and test sets. By 
applying different partitioning methods, the statistical 
normality tests can measure the internal randomness of the 
learning algorithms used to train the data-driven models. 
The following partitioning methods have been implemented: 

• Hold-Out Validation (HOV). It is used as the control 
partitioning method in order to verify the sensitivity of the 
model approach against initial random seed on the data 
order. Here, the database is split into train and test sets 
(66.7% and 33.3% of the data, respectively).  

•Random Hold-Out Validation (RHOV). The train-test 
sets are split using a random time sequence and  the 
database is divided into train and test sets (66.7%-33.3%). 

•10-Fold Cross-Validation (10-FCV). The database is 
sequentially split into train and test sets, with 90% and 10% 
of data each, respectively.  

•2-Fold Cross-Validation (2-FCV): in this case, the 

database is split into train and test sets, with the same 
number of data samples each. 

In order to obtain a normality measure of each model, 
several repetitions are applied to each partitioning method. 
Each repetition implies the generation of one train-test set 
for each partitioning method and the evaluation of the 6 
modeling algorithms for each train-test set.  

To obtain a reliable statistical representation of the error 
distribution, the partitioning methods have been 
consecutively applied 50 times [19-20]. Whereas the 10-
FCV method produces 10 different train-test sets, the 2-FCV 
only produces 2 train-test sets.  

Step 2. Modeling. The data-driven models must learn the 
temperature dynamics from the information provided by the 
train-test sets produced by the partition methods. Each 
model adjusts the internal parameters using the train 
samples and verifies its accuracy in predicting the 
temperature of the test samples. In this paper different 
neural network models are analyzed, including non-linear 
autoregressive neural networks (NARNN), NARNN with 
exogenous inputs (NARXNN), layer recurrent neural 
networks (LRNN), feed-forward neural networks (FFNN), 
cascade feed-forward neural networks (CFNN) and adaptive 
neuro-fuzzy inference system (ANFIS). An exhaustive 
explanation of these algorithms is found in Section IV. 

Step 3. Prediction.  Once each model has been trained, its 
accuracy is measured by predicting the validation samples. 
The database to validate the data-driven models is generated 
from the data of the 5 parts of the connector provided by the 
three FEM simulations on the current prediction zone, thus 
obtaining a total of 15 current-time curves. The root mean 
square error (RMSE) and the mean absolute percentage 
error (MAPE) have been calculated for the six models 
trained at each repetition. 

Step 4. Accuracy assessment. Next, after the 50 
repetitions, the mean and standard deviation of the RMSE 
and MAPE for each model are calculated. Those statistics 
provide reliable information about the error variance and 
performance of the learning algorithm. From the 
information provided, it is possible to determine the 
suitability and the convergence strength of each modeling 
algorithm. 

Inputs: [ Time(s)     Current (A)      Part(1-5) ]
Outputs: [   Temperature(ºC)   ]

Repetition equal to 50?

Start

End

FEM Simulation Data 

Step 0: 
Data Base 
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Step 1: 
Partitioning Data 
for Modelling

Step 2: 
Modelling

Step 4: 
Statistics 

Input: [modelling data set] 
Output: ANFIS model

Input: [modelling data set]
R-HOV Partitioning

Output: [Train-Test sets]
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10-FCV  Partitioning
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Output: [Train-Test sets]
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No

Input: [modelling data set] 
Output: NARXNN model

Input: [modelling data set] 
Output: NARNN model

Input: [modelling data set] 
Output: LRNN model

Input: [modelling data set] 
Output: CFNN model

Input: [modelling data set] 
Output: FFNN model

Input matrix: [RMSE] [MAPE]
Output: Median, Std. Dev.

Step 3: 
Prediction

Input: [validation data set   Model] 
Output: [RMSE MAPE]

 
Figure 2. Flow chart of the current procedure implemented. 
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III. MODELING ALGORITHMS 

In order to model the thermal profile on the connectors, 
several data-driven models have been trained and their 
performance validated. The architecture of the analyzed 
modeling algorithms is summarized below. 

Non-linear Autoregresive Neural Network (NARNN). It is 
a neural network that forecasts a time series based on the 
past values, thus generating an autoregressive model. This 
method has been considered because the thermal convection 
follows a trend based on his past values [21-22].  

Fig 3. shows the structure of the NARNN model for a 
single output. A one-lagged sample version of the output as 
input has been applied. 
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The NARNN is modelled as, 

])[],...,[],[(][
21 n

inyinyinyfny   (1) 

The output y[n] is a function of past values of outputs, where 
y[n-i1], y[n-i2],…,y[n-in] are the past output values of the i-th 
sample, uk[n-i1], uk[n-i2],…,uk[n-in]  are the past input values 
of the i-th sample, f1 and f2 are the activation functions on the 
hidden and output layers, IWq.k is the input weight matrix 
order S2*Rk, the superscript q denotes the layer number and k 
the number of vector inputs entering the weight. LWq.1 
indicates the layer weight matrix of order S2*S1, whereas b2 
and b1 are the bias vectors of first and second layer 
respectively. Rk denotes input vector of R elements and Z-i 
indicates the used number of lag samples. 

Non-linear Autoregresive Neural Network with exogenous 
inputs (NARXNN). This is a neural network used to forecast 
time series based on the past values. It has exogenous inputs, 
that is, the model uses a feedback version of its forecast and 
also current and lagged values of current inputs. Fig. 4 shows 
the internal structure of the NARXNN model. A lag of one 
sample for the feedback output and no lag for the current 
input values [21-22] has been applied. 
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The NARXNN is modelled as, 

1 2

1 2

[ ] ( [ ], [ ],..., [ ],
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      (2) 

y[n] depending on the past inputs and outputs values. 
Layer Recurrent Neural Network (LRNN). It uses the 

specified signals as inputs, but also integrates a lagged 
version of the hidden layer outputs. This creates a directed 
feedback lagged circle also called internal memory, thus 
exhibiting a dynamic temporal behavior [21-22]. Fig. 5 
shows the internal structure of the LRNN model. A lag of 
one sample has been applied to the feedback of the hidden 
layer.  
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The equation of the LRNN model is given as, 
])[],...,[],[],[(][ 1

2
1

1
1

nk
inainainanufny    (3) 

The next value of the signal y[n] is regressed to the input and 
the previous values of the intermediate layer outputs. 

Feed Forward Neural Network (FFNN). It is a classical 
NN whose weights are adjusted through a back-propagation 
algorithm [23]. This type of network consists of multiple 
layers of computational units, usually interconnected in a 
feed-forward manner. By applying various techniques, the 
error is then feedback through the network. Using this 
information, the algorithm adjusts the weights of each 
connection in order to reduce the value of the error function 
by some small amount. 

After repeating this process for a sufficiently large 
number of training cycles, the network will usually converge 
to some state in which the error is small. Fig. 6 shows the 
internal structure of a NN model. 
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Figure 6. FFNN model structure. 
 

The equation for the FFNN model is given as, 

])[(][ nufny
k

    (4) 

The next value of the signal y[n] is regressed to the input. 
Cascade Feed Forward Neural Network (CFFNN). Fig. 7 

shows the internal structure of a CFFNN with a unique 
hidden layer. As in the FFNN, the backpropagation 
algorithm adjusts the weights, but the architecture includes a 
connection from the inputs and every layer to following 
layers. 

The equation for the CFFNN model is as, 

])[],[(][ 1 nanufny
k

    (5) 

where the next value of the signal y[n] is regressed to the 
input and the values of the intermediate layer outputs. 
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Adaptive neuro-fuzzy inference system (ANFIS). ANFIS is 
a universal approximation algorithm whose models are 
trained by means of a hybrid algorithm combining the back-
propagation gradient descent and least-squares methods. 
ANFIS is based on the Takagi-Sugeno [24] fuzzy inference 
systems, and it was proposed in [25] to predict a chaotic 
dynamic series. Using training data, ANFIS creates an 
inference fuzzy system for which the input and output 
membership function (MF) parameters are adjusted. The first 
ones, called antecedent parameters, are trained using the 
backpropagation algorithm. The same algorithm can be used 
optionally to train the output MF’s (consequent parameters). 
The least-squares method is applied to train the consequent 
parameters. These algorithms allow ANFIS to learn from the 
historical database. 

A fuzzy first order model Takagi-Sugeno with a n-input 
and one-output system with n-MF’s by every input has been 
applied, which is show in Fig. 8. 

ANFIS is modeled as, 

])[(][ nufny
k

    (6) 

where the next value of the signal y[n] is regressed to the 
input and the values of the intermediate layer outputs. 

The output y[n] is a function of input values where, the 
superscript i.k denoting the MF number and Ψi.k, are the 
MF’s on the fuzzification layer with order Si*Rk. It means 
that there exist i MF’s for each input vector. πi is the 
inference method used to combine the i-th MF’s output 
values, wi is a weight vector with order Si*1, Ni is the 
normalization function used to normalize the weight 
vector, ̅wi is a normalized weight vector with order Si*1, Pi.k 
are the polynomials on the defuzzification layer with order 
Si*Sk, the superscript i.k denoting the polynomial number. It 
means that there exist i polynomials for each input vector. 

Our ANFIS implementation counts with two MF per 
input, and his internal parameters have been trained used the 
hybrid method. 
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Figure 8. ANFIS model structure. 

IV. RESULTS 

A database has been created starting from the thermal 

convection responses of the connector with different current 
levels. The modelling database and the validation database 
are composed of 3 thermal simulations providing a total 15 
time-temperature curves, since each simulation consists of 
the temperature evolution of 5 parts of the connector using a 
sample time of 500 seconds and a total simulation time of 
10000 seconds (steady-state solution). It is worth noting that 
each simulation is based on a specific electrical current 
passing through the connector. The five different thermal 
measurements of different connector parts correspond to the 
4 keepers (#1 to #4) and the body (#5). 

The number of neurons in the hidden layer for all models 
analyzed has been fixed by multiplying the number of inputs 
by two [26-28]. The number of hidden layers has been fixed 
to one, the activation function is a sigmoid and the selected 
learning algorithm is the back propagation. As a control 
method, a polynomial multiple regression has been included 
since by visual inspection it seems that the time-temperature 
curves shown in Fig. 1 can be described by this function 
type, which is modelled as, 

][*][*]1[*][ 5312
342

][*
10

nuanueaany aanua     (7) 

where ak are the constants found by the least mean square 
algorithm and uk are the inputs vectors shown in Fig. 2. 

After 50 executions of the modelling algorithms over the 
validation dataset, the prediction errors have been obtained. 
The median (M) and standard deviation (D) of the results 
attained have been summarized in Tables I and II. Data-
driven modeling algorithms are good enough when 
producing both low prediction error and standard deviation. 

 
TABLE I. ACCURACY COMPARISON. MODELS BUILT OVER 10 DATASETS BY 

APPLYING HOV & RHOV PARTITION METHODS 
HOV  RHOV 

Model 
RMSE MAPE RMSE MAPE 

Median 22.65 49.92 30.75 133.82 
NARNN 

Std. Dev. 20.26 30.59 10.71 32.92 
Median 123.92 502.29 75.89 319.44 

NARXNN 
Std. Dev. 131.31 611.73 90.04 345.26 
Median 3.32 7.03 6.62 20.96 

LRNN 
Std. Dev. 1.28 3.31 1.45 4.75 
Median 25.63 87.00 23.82 81.24 

FFNN 
Std. Dev. 18.94 77.42 18.85 81.65 
Median 19.20 68.34 19.88 69.21 

CFFNN 
Std. Dev. 13.58 66.78 15.35 56.59 
Median 5.24 20.41 5.01 19.13 

ANFIS 
Std. Dev. ≈ 0 ≈ 0 0.22 1.50 
Median 9.18 38.24 8.83 39.69 

POLY 
Std. Dev. ≈ 0 ≈ 0 0.33 2.94 

 
TABLE II. ACCURACY COMPARISON . MODELS BUILT OVER 10 DATASETS 

BY APPLYING 10FCV & 2FCV PARTITION  METHODS 
10FCV  2FCV 

Model 
RMSE MAPE RMSE MAPE 

Median 18.56 44.22 24.68 49.16 
NARNN 

Std. Dev. 11.96 24.30 25.76 34.22 
Median 295.02 1233.16 139.50 562.95 

NARXNN 
Std. Dev. 462.73 2168.41 144.40 663.08 
Median 4.04 9.76 9.55 19.08 

LRNN 
Std. Dev. 1.73 4.41 3.99 9.88 
Median 29.75 106.56 23.15 76.44 

FFNN 
Std. Dev. 25.43 108.73 16.14 62.58 
Median 21.03 74.37 21.18 62.98 

CFFNN 
Std. Dev. 14.99 68.29 16.63 78.73 
Median 5.19 20.02 7.21 31.42 

ANFIS 
Std. Dev. 0.09 0.56 1.90 7.70 
Median 8.59 41.22 8.78 39.46 

POLY 
Std. Dev. 0.17 1.41 0.44 0.34 
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As observed in Tables I and II, ANFIS and LRNN are the 
most accurate techniques to model the analyzed data sets, 
except when dealing with 2FCV-type partitions. The ANFIS 
model is not as accurate as LRNN, but their RMSE and 
MAPE have a narrow standard deviation. As a consequence, 
the algorithm has a consistent convergence behavior when 
tuning the internal parameters, reaching similar values at 
each iteration. Among the analyzed methods, the NARX is 
the one providing poorest results, no matter which type of 
partition is applied. 

V. TEMPERATURE PREDICTION RESULTS 

This section shows some predictions of the test set by 
means of different methods.  

Fig. 9 shows the results with the LRNN on the connector 
body when applying the HOV partition technique. This 
modeling algorithm has been the one attaining most accurate 
results from all the tests and partitions evaluated. 

 
Figure 9. Results attained with the LRNN model over the test set using the 
HOV partition. Real and predicted temperature of the body connector when 
flowing an electric current of 739 A. 
 

Fig. 10 shows the prediction of the polynomial model on 
connector body for a current of 1479 A. This data-driven 
modeling algorithm has achieved the lowest prediction error 
standard deviation. Its learning rule has a strong 
convergence because the error distribution is narrow. 

 
Figure 10. Results of polynomial model over the test set in HOV partition. 
Real and predicted temperature of the body connector when circulating a 
current of 1479 A. 
 

Fig. 11 shows the prediction of the ANFIS model on the 
connector body when applying 986 A. This algorithm has 
achieved the second lowest prediction error standard 

deviation when applying the HOV partition technique. 

  
Figure 11. Results of ANFIS model over the test set in HOV partition: real 
and predicted temperature of the body connector when flowing an electric 

current of 986 A. 
 

Fig. 12 shows the prediction of the CFFNN model on the 
connector body when applying 739 A. This data-driven 
modeling algorithm has achieved a partial reproduction of 
the temperature profile. 

 
Figure 12. Results of CFFNN model over the test set in HOV partition. 
Real and predicted temperature of the body connector when circulating 
739A. 

VI. COMPUTATIONAL TIME EVALUATION 

The goal of the proposed data-driven modelling system is 
to reduce the simulation time when compared with FEM 
simulations. The time required for training the analyzed 
methods is compared and summarized in Table III.  These 
results show a computational time great reduction for all 
data-driven modelling algorithms compared to FEM results. 
Simulations were carried out on a PC using an Intel core i7-
2600 CPU, 3.4 GHz with 8 GB RAM. 

 
TABLE III. COMPUTATIONAL TIME COMPARISON 
Computational time (minutes) 

Method 
Mean Std. Dev. 

Times faster than FEM

FEM 45.00 1.26 15000 
ANFIS 0.003 0.001 280 

NARXNN 0.161 0.002 1364 
NARNN 0.033 0.002 19 
LRNN 2.372 0.374 266 
CFNN 0.169 0.032 283 
FFNN 0.159 0.003 45000 
POLY 0.001 0.001 15000 

[Downloaded from www.aece.ro on Thursday, March 28, 2024 at 18:30:03 (UTC) by 3.236.139.73. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 16, Number 3, 2016 

 30 

VII. CONCLUSION 

The conventional approach to perform thermal 
simulations in substation connectors and other types of 
electrical devices is based on finite element method (FEM) 
software. However, this approach is computationally 
expensive and very time-consuming, especially when a high 
number of simulations are required under different operating 
conditions. Therefore, it is highly desirable to reduce the 
number of required FEM simulations. This paper has studied 
the suitability of applying data-driven modeling techniques 
to drastically shorten the required simulation time from the 
data provided by a reduced number of FEM simulations 
comprising different operating conditions. This strategy has 
been proved suitable since it allows extrapolating accurately 
and in a faster manner the thermal response to intermediate 
operating conditions different from those analyzed by FEM 
simulations. The results were unequivocal, and the best 
methods to model the temperature rise on a substation 
connector where layer recurrent feed forward neural 
network and ANFIS. These models have strong learning 
rules that provide an enhanced convergence, this cause a 
high predictive accuracy and low error variance. Besides 
that, an outstanding reduction on the computational time 
execution has been achieved as result of the computational 
simplicity of these models in comparison to FEM modelling. 
Finally, the work shows the possibility of using data driven 
models to substitute FEM simulations for thermal analysis 
of electrical substation connectors and any object that 
express similar thermal behavior, without losing accuracy 
and saving computational time in a factor of hundreds. 
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