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1Abstract—This paper describes modification of a well-

known image coding algorithm, named Block Truncation 
Coding (BTC) and its application in audio signal coding. BTC 
algorithm was originally designed for black and white image 
coding. Since black and white images and audio signals have 
different statistical characteristics, the application of this image 
coding algorithm to audio signal presents a novelty and a 
challenge. Several implementation modifications are described 
in this paper, while the original idea of the algorithm is 
preserved. The main modifications are performed in the area 
of signal quantization, by designing more adequate quantizers 
for audio signal processing. The result is a novel audio coding 
algorithm, whose performance is presented and analyzed in 
this research. The performance analysis indicates that this 
novel algorithm can be successfully applied in audio signal 
coding. 
 

Index Terms—adaptive coding, audio compression, 
correlation, quantization, signal to noise ratio. 

I. INTRODUCTION 

Audio signal is one of the most important signals in 
telecommunications, transmitting a great amount of 
information daily. Therefore, it is very important that this 
information has high quality, with the usage of least 
resources possible. As storing a high quality audio signal 
demands a lot of memory space, the application of 
compression algorithms is a necessity in any system 
working with audio [1], [2]. By applying a compression 
algorithm, digital representation of audio signal is created, 
which occupies less memory space than the original signal. 
Compressed signal quality depends on the bit rate used, 
which is implicitly specified by signal’s application [1]-[3]. 
Efficient usage of the available bit rate is crucial for 
achieving higher quality of compressed signal. This gives a 
great significance to research and development of audio 
compression algorithms. Although there are a lot of audio 
coding algorithms, the application of an image coding 
algorithm to audio is a novelty and a challenge. The novel 
audio signal coding algorithm, that is the topic of this 
research, is result from applying some adjustments to the 
original Block Truncation Coding (BTC) algorithm [4], 
while preserving the basic idea of the algorithm. 

Audio compression algorithms are a need and necessity in 
signal processing. They represent a need, since the raw 
audio data requires large amount of resources for storage. 
On the other hand, they are a necessity, as modern 
communications enable capturing, using and transmitting 
audio files on every communication device. Although the 
bandwidth of new generation telecommunications systems 

constantly increases, the need for high quality compressed 
audio signal is present and it is obligating researchers for 
further studies in this field. Mass usage of digital audio 
began with the introduction of the compact disc (CD), in 
1982 [5]. Compact disk introduced a high quality audio 
signal, but this came with the usage of high data rates. CD 
and digital audio tape (DAT) are sampled, typically at 44.1 
kHz or 48 kHz, by using pulse code modulation (PCM), 
with a bit rate of 16 bits per sample [6]. Although the first 
generation systems were optimized for working with these 
data rates, problems occurred with the next generation 
multimedia and wireless systems. As wireless technologies 
use limited bandwidth, high bit rate signals needed to be 
compressed, while preserving high signal quality. Audio 
coding can be lossless or “lossy” [2], [7]. Lossless audio 
coding implies that the original information can be restored 
from the compressed signal without any loss of data. This 
technique is widely used in many coding standards as: Free 
Lossless Audio Codec (FLAC), MPEG-4 Audio Lossless 
Coding (MPEG-4 ALS), Windows Media Audio Lossless 
(WMAL), etc. [8]. When lossy compression is applied, the 
original data cannot be restored, although this coding 
technique can still provide high quality audio signal. Some 
of the most used loosy audio coding standards are: MPEG-2 
Audio Layer III (MP3), Advanced Audio Coding (AAC), 
Dolby Digital, etc.  
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This paper presents a modified BTC algorithm and its 
application to audio signal coding. While the 
aforementioned coding standards are designed with complex 
and time consuming codecs, the modified BTC algorithm is 
characterized by low complexity, suitable for 
implementation in low delay applications. BTC represents 
an efficient coding algorithm, originally designed for image 
compression [4]. We show that the BTC algorithm, with 
certain modifications, can be successfully applied in audio 
signal coding. To the best of the authors’ knowledge, the 
application of the BTC algorithm in audio signal coding has 
not been considered so far in the literature. Recent research 
has showed that the idea of BTC algorithm can be 
successfully applied in speech signal coding [9]. The high 
quality of the obtained output speech signal encouraged us 
to continue the research and apply the idea of the BTC 
algorithm in audio signal coding. We do not consider 
straightforward application of the BTC algorithm, but we 
modify this algorithm to be suitable for the implementation 
in audio signal coding. The original BTC algorithm utilizes 
the correlation in the adjacent pixel values. Correlation in 
the input signal samples can be utilized in speech signal 
coding, as was demonstrated in [10]. Along with the image 
compression, BTC algorithm can be implemented in 
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content-based image retrieval from an image database [11]. 
In this paper, we exploit the correlation which exists 
between audio signal samples, enabling successful 
application of the BTC algorithm in audio signal coding. 
The fact that we have not found in literature that the BTC 
algorithm is successfully applied in audio signal coding was 
also a big motivation for this research. 

BTC algorithm is based on the input signal decomposition 
into non overlapping blocks of data, named frames [4]. 
Frame size is highly important, since it determines the side 
information that is processed with the audio signal samples. 
Side information consist of the mean value of the input 
signal frame and standard deviation of the difference signal 
frame, which differ from frame to frame. Less side 
information implies using smaller bit rate for coding, which 
can be achieved by using larger frame size. However, an 
arbitrary large frame size cannot be taken, since it can 
degrade quality of the audio signal as we show in numerical 
results. Moreover, it is well known that a larger frame size 
could cause signal latency, when applied in real time signal 
processing [1]. 

The original BTC algorithm utilizes three uniform 
quantizers, using the total bit rate of 2 bits per sample. Mean 
value of the frame and standard deviation are both quantized 
by using 8 bits per frame. By using frame size of 4x4, single 
frame consists of 16 input signal samples, for which the side 
information is represented by using 16 bits. Each sample is 
quantized by a two level quantizer, with the bit rate of 1 bit 
per sample. Additionally, representing the side information 
requires 1 bit per sample, which outputs to total bit rate of 2 
bits per sample. Since using 2 bits per sample for coding 
implies low output signal quality, we consider coding 
schemes which utilize higher bit rates. 

This research emphasis on quantizer design and its 
application in the modified BTC algorithm for audio coding. 
Unlike the original algorithm, the modified BTC algorithm 
uses three different quantizers, which process different 
parameters of the input audio signal. The mean value of the 
frame of input samples is quantized by the compander 
defined with µ law compression [12]. Quantization of the 
standard deviation of the difference signal frame is 
performed by the log-uniform quantizer [13]. The difference 
between the amplitude of the input signal and the quantized 
mean of the frame of input samples is quantized by using the 
forward adaptive optimal compander [14], [15]. Such 
quantizer choice produced a low complexity system, based 
on simple scalar quantization techniques, unlike [16], where 
the audio signal compression was performed with the 
application of highly complex vector quantization 
techniques.  

The rest of the paper is organized as follows. Section 2 
provides a description of the modified BTC algorithm. 
Quantizer design and application is presented in Section 3. 
Section 4 is dedicated to the numerical results and detail 
analysis. Conclusion and final remarks are shown in Section 
5, along with the future research directions. 

II. MODIFIED BTC ALGORITHM 

As we have already noticed, the original BTC algorithm 
is developed for image compression, so that the successful 
application in audio signal coding required some 

modifications, which are described in this paper. In the 
modified BTC algorithm design, the basic idea of the 
original BTC algorithm has been preserved, while the 
majority of changes were performed in the area of input 
samples quantization process. 

As mentioned in Section 1, the original BTC algorithm is 
based on decomposing the input signal stream into blocks of 
data, named frames [4]. The parameters of a frame are 
processed separately, for each of the frames. Utilizing larger 
frame sizes results in performing less number of 
computations, since dividing an input signal into larger 
frames, outputs a smaller total number of frames. This leads 
to less computations overall, since the frame parameters 
(mean value and standard deviation) are calculated and 
quantized smaller number of times. However, as we 
highlighted in the previous section, an arbitrary large block 
size cannot be taken, since it can degrade quality of the 
audio signal. In particular, the parameters estimated for very 
large frames possibly differ much from those estimated for 
the smaller frames, which better follow the statistics of the 
input signal [1]-[3]. Therefore, choosing appropriate frame 
size is highly important, which we took into consideration in 
the numerical results analysis. 

The modified BTC algorithm, for which the encoder and 
decoder are shown in Fig. 1, works as follows. The input 
signal x = xi

(j), i = 1, 2,…,M, j = 1,2,…,L is divided into L 
frames of M samples that are brought to the Buffer 1, which 
reads one frame at a time. Then, for each frame, the mean 
value of the input signal samples,  j

mx , is estimated and 

quantized by the compander defined with the µ compression 
law (Encoder 1 and Decoder 1). The quantized mean of the 
frame is used for creating the difference signal, by 
subtracting it from the current sample amplitude xi

(j), for 
each frame: 

      LjMixxd j
m

j
i

j
i ,...,2,1,,...,2,1,ˆ  ,  (1) 

where M denotes the frame size and L denotes the total 
number of frames. After this step, the thus defined 
difference signal is processed. The fact that the difference 
signal has lower amplitude dynamics than the original input 
signal makes it more suitable for coding from the 
compression point of view. The difference signal frame is 
firstly loaded into Buffer 2, after which standard deviation 
of the frame is estimated, and used for adapting the 
quantizer of the difference signal. Standard deviation of the 
difference signal frame is quantized by the log-uniform 
quantizer, i.e. by the Encoder 2 and Decoder 2 shown in Fig. 
1. 

As mentioned, the difference signal frame, di
(j), is 

quantized with the application of the forward adaptive 
optimal compander. The forward adaptive quantization can 
be performed in two phases [17]. Firstly, the fixed 
representatives, , are obtained, as the output of the fixed-

rate optimal compander. Adaptive representatives, 

 j
id̂

 ja
id̂ , are 

then obtained by multiplying the fixed representatives by the 
quantized standard deviation of the difference signal frame: 

      LjMidd jj
i

ja
i ,...,2,1,,...,2,1,ˆˆˆ   , (2) 

where  j̂  stands for the quantized standard deviation for 
the current jth difference signal frame. Forward adaptation 
can be also performed by normalizing the difference signal  
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Figure 1. Block diagram of encoder (above) and decoder (bellow) of the modified BTC algorithm 
 

with  after which so obtained normalized samples, zi
(j), 

can be quantized by a fixed-rate optimal compander 
(Encoder 3 and Decoder 3), commonly designed for the unit 
variance. The outputs of the aforementioned encoders are 
sent through the channel as binary information, denoted by 
I, J and K. The encoded values are received and decoded for 
the purpose of reconstructing the input signal. After the side 
information is decoded, a denormalization procedure, which 

results in the output of the forward adaptive quantizer, 

 j̂

 ja
id̂ , 

is provided. The quantized output signal samples y = yi
(j), i = 

1, 2,…, M,  j = 1, 2, …, L are reconstructed by adding the 
decoded adaptive representatives from Eq. (2) to the 
decoded quantized mean value of the current frame:  

      LjMixdy j
m

ja
i

j
i ,...,2,1,,...,2,1,ˆˆ  ,  (3) 

This completes the procedure of the input samples 
quantization, after which we are able to measure the 
performance of the system we proposed. Objective 
performance was analyzed by observing the signal to 
quantization noise ratio (SQNR), in the cases of using 
different bit rates. 

Total bit rate of the system depends on the frame size and 
the amount of bits per sample used for representing the side 
information. Increasing bit rate for representing the mean 
value of the frame increases the total bit rate, which is 
calculated as: 

 
M

rr
rR 21
3


 ,   (4) 

III. QUANTIZER DESIGN 

Quantization is an important part of digitalization process, 
so that overall performance of the system depends on the 
quantizer design [18]. When designing a quantizer, 
computational complexity and robustness has to be 
considered. Higher complexity can increase the amount of 
time required for calculations, which can limit the practical 
application of the algorithm. On the other hand, robustness 
implies that quantizer can provide almost constant quality of 
the quantized signal for input audio signals with different 
characteristics. This feature can be  highly significant in 
processing audio signals with high amplitude dynamics [1], 
[2], [18]. 

Audio signal can be modelled well with a memoryless 
Laplacian source, with the mean value equal to zero. 
Probability density function (PDF) of a Laplacian source of 
variance σ2 with the zero mean value is defined by [2], [19]: 
















2
exp

2

1
)(

2

x
xp ,  (5) 

The original BTC algorithm implements uniform 
quantization with low bit rate, which cannot provide high 
quality audio signal output (see section IV). Since two level 
quantization is not suitable for application in audio signal 
coding, some modifications are done for applying BTC 
algorithm to audio signal. Fig. 1 shows block diagram of the 
proposed modified BTC algorithm. The modified BTC 
algorithm utilizes three different quantizers. The mean value 
of the input signal frame is quantized by applying 
quasilogarithmic quantizer, which represents a logarithmic 
quantizer defined with the µ compression law. The designed 
quasilogarithmic quantizer, performs a signal compression 
by applying a compressor function defined as in [12], [18]: 

where r3 denotes the bit rate used for fixed rate coding the 
difference signal, r1 denotes the bit rate used for coding the 
mean value of the input signal samples frame, r2 denotes the 
bit rate used for coding the standard deviation of the 
difference signal frame, while M denotes the frame size. 
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      ,,sgn1ln
1ln max

max

max xxx
x

xx
xc 













 

  (6) 

where µ stands for the compression factor [18], while xmax 

denotes the support limit of the quantizer. In this paper, we 
implement the optimal support limit, determined for the 
quasilogarithmic quantizer with 64 quantization levels 
designed for the Laplacian source of unit variance. 
Logarithmic quantizers are robust and especially suitable for 
application in the case of high variance range of input 
signals, providing output of approximately constant SQNR 
[18]. We design the quantizer with the compression factor 
equal to 255, with 64 levels for representing the mean, 
which implies using 6 additional bits per frame for coding 
the mean value of the frame.  

Standard deviation of the difference signal frame is 
quantized by the log-uniform quantizer with Ng quantization 
levels: [13]: 

       lu

2

12
log20ˆˆlog20 min10 




kj
k

j  , (7) 

where k=1,…,Ng, while the quant width is defined by: 

gN










 min

max
10

lu

log20

Δ



.   (8) 

The log-uniform quantizer performs an uniform distribution 
of the standard deviation range (B) in dB [20log(σmin), 
20log(σmax)] into Ng amplitude quants with the width equal 
to Δlu [13]: 

      ,dB,dBlog20ˆˆ hl)(
10

)()(
kk

jj
k

j VV  


 (9) 

        2/dBdBˆlog20dB hl)(
10 kk

j
kk VVV   , (10) 

where  g,...,2,1 Nk  , while the amplitude quant to which 

the current standard deviation belongs is determined by: 

        g
l

1
l

10
l /1dBlog20dB NBkVV kk   , (11) 

      g
l

1
h

10
h /dBlog20dB NBkVV kk   ,  (12) 

    
g

1

hl dB,dB
N

k
kk VVB



 , .  (13) g,...,2,1 Nk 

Since the designed log-uniform quantizer, as in [13] uses   
Ng = 16 quantization levels, we need 4 additional bits per 
frame for coding the standard deviation of the signal 
difference frame. 

Third quantizer implemented in the modified BTC 
algorithm is forward adaptive optimal compander and it is 
used for quantization of the difference between the 
amplitude of the input signal and the quantized mean of the 
input samples frame. As we have already described, the 
quantization process was performed in two phases. Firstly, 
the fixed-rate optimal compander was utilized and the fixed 
representatives were obtained. Afterwards, we implemented 
the adaptation, according to the difference signal frame 
variance, for the purpose of obtaining the adaptive 
representation levels. With compander model, the signal is 
firstly compressed, thereafter uniformly quantized and lastly 
expanded (see Fig. 2), so that it holds Q(x) =  
c−1(Qu(c(x))) =  y. 

 
Figure 2. Block diagram of compander model 

 
The optimal compander is designed for the optimal 

compressor function, which provides maximal SQNR for 
the variance assumed in designing the compander in 
question. The optimal compressor function can be defined as 
[15], [18]: 

  max

0

3/1

||

0

3/1

max ||,

)(

)(

sgn)(
max

tx

dttp

dttp

xtxc
t

x






,  (14) 

where tmax denotes the maximal amplitude of the input signal 
x, for which the compander is designed. This compressor 
function performs mapping of [-tmax, tmax] into [tmax, tmax]. 

In this paper we implement a modified optimal 
compressor function, defined as: 

 

 

































max

maxmax
3/1

3/1

max

mod

,1

,,21

,1

)(
max

max

max

tx

ttx

dttp

dttp

tx

xc
t

t

x

t , (15) 

which provides coping of (-∞, ∞) into [-1, 1]. This modified 
compressor function inserts smaller distortion into output 
signal, in comparison to the one defined with (14), providing 
better objective quality and greater SQNR values [14]. In 
our analysis and design, we assume that PDFs of the source 
signal and the difference signal are Laplacian ones given by 
Eq. (5), so that Eq. (15) transforms into: 

 







































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


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




























max

maxmax

maxmax

max

max

mod

,1

,,

3

2
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3

2
exp

3

2
exp

3

2
exp

21

,1

)(

tx

ttx

tt

xt

tx

xc ,(16) 

As shown in Fig. 2, after compression, uniform quantization 
is performed so that the output of the compressor ranging   
[-1, 1] should be uniformly quantized. Accordingly, the 
decision thresholds and the representation levels of the 
uniform quantizer, denoted by Qu in the block diagram of 
the compander shown in Fig. 2, can be specified by using 
the following equations: 

Nm
N

m
t mu ,....,1,0,

2
1,  ,  (17) 

Nm
N

m
y mu ,....,2,1,

12
1, 


 ,  (18) 

where N denotes the number of representation levels of the 
optimal compander. 

By using (17) and (18) the decision thresholds tm and the 
representation levels ym, of our optimal compander are then 
determined as the solutions of the following equations: 
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  Nmtct mum ,....,1,0,,
1   ,  (19) 

  Nmycy mum ,....,2,1,,
1   ,  (20) 

where obviously, due to the symmetry about zero in the 
quantizer characteristics, it holds that tm = tN-m, 
m = 1, 2, …, N /2 -1, ym = yN-m+1, m = 1, 2, …, N/2. This 
symmetry is an intuitionally expected result when the input 
has a PDF that is symmetrical about zero. The Laplacian 
PDF, we consider here, is indeed symmetrical about zero. 
Using (16)-(20) by direct computation yields: 

 































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2
exp222
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tNmmN

N
tm ,  (21)  
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








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




















max3

2
exp12122

ln
2

3

tNmmN

N
ym ,(22) 

where m is defined as Nm
N


2

 while the support limit 

of the quantizer, tmax, is defined as in [14]: 

)1ln(
2

3
max  Nt   (23) 

At this point, we determined the fixed representation levels 
and decision thresholds, which we can adapt to the standard 
deviation of the current difference signal frame and obtain 
the adaptive representation levels and decision thresholds as: 

m
ja

m yy )(̂ ,   (24) 

m
ja

m tt )(̂ ,   (25) 

The final step in obtaining the quantized representative of 
the input signal is adding the quantized mean value of the 
input signal samples frame to the adaptive representation 
levels defined by (24). 

In general, the shortage of the quantization process lies in 
the fact that we make a small error each time we map the 
input sample to a quantizer representation level [18]. These 
errors are summed up in an objective quality measure named 
signal distortion and it can be calculated as [18]: 

 


S

n
yx

S
D nn

1

2)(
1

,   (26) 

where S = M ×L is the number of the input signal samples, 
while xn and yn represent the original and quantized input 
signal samples values, respectively. Thus defined distortion 
determines the main objective signal quality measure used 
in this paper, named signal to quantization noise ratio 
(SQNR). SQNR also depends on the variance of the input 
signal 

         σ2= 


S

n
nx

S 1

2)(
1

      (27) 

and it is calculated by applying the following equation [18]: 











D

2

10log10]dB[SQNR


.  (28) 

 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

This section presents the results of the experiment we 
have conducted, where the modified BTC algorithm has 
been applied to the audio signal coding. The goal of this 
experiment is measuring the objective quality of the output 
audio signal, when the proposed modified BTC algorithm is 
applied. Moreover, the SQNR values calculated for the 
proposed modified BTC algorithm were compared to the 
performance of similar complexity audio signal coding 
schemes. Both the input and the output of the system are 
audio signals with the sampling frequency of 44.1 kHz. 
Input signal was originally encoded with 16 bits per sample, 
while the bit rate of the output signal varied from 7 to 9 bits 
per sample. The difference between these two bit rates 
represents the compression which is achieved by applying 
the modified BTC algorithm. Quality is measured through 
SQNR, determined by Eqs. (26)-(28). In this paper, we 
assume different frame sizes, which resulted in different 
SQNR and total bit rates used, as described in Section 2. 
The performance of the modified BTC algorithm is 
presented in the following Tables, along with the 
performance of the comparable systems for audio signal 
compression. 

Table I presents the results of applying two variations of 
the modified BTC algorithm to the audio signals. The first 
variation, denoted as BTC3U, denotes the modified BTC 
algorithm with the application of three uniform quantizers. 
This is an initial system which applies multilevel uniform 
quantization, more similar to the original BTC algorithm, 
which utilizes three uniform quantizers [4]. The difference is 
in the implementation of an adaptive uniform quantizer for 
the difference signal quantization, with 256 representation 
levels, denoted by Nu, which implies using 8 bits per sample. 
Adaptive quantizer is utilized since the straightforward 
uniform quantization outputs significantly smaller SQNR 
values when applied to audio signals. Mean value of the 
input signal samples frame is quantized by uniform 
quantizer using 6 additional bits per frame. The standard 
deviation of the difference signal frame is quantized by 
uniform quantizer with 4 additional bits per sample. The 
support limit of all uniform quantizers designed (xmaxu) is 
defined as [20]: 

   





 uuu NNx ln

3

2
ln2ln2max .  (29) 

 
TABLE I. SQNR FOR DIFFERENT FRAME SIZES AND BITRATES OBTAINED 

FOR CLASSICAL MUSIC SIGNAL AND ROCK MUSIC SIGNAL BY APPLYING 

DIFFERENT VARIATIONS OF THE BTC ALGORITHM 
SQNR [dB] 
class. music 

SQNR [dB] 
rock music 

Frame 
size 

[samples] 

R 
[bit/sample] 

BTC3U BTC1U BTC3U BTC1U 
40 8.25 28.8709 34.307 34.886 38.5205 
80 8.25 28.8573 34.145 34.875 37.8494 
120 8.125 28.8355 33.9998 34.865 37.5655 
160 8.083 28.8303 33.9024 34.855 37.2777 
200 8.062 28.8173 33.8242 34.834 37.045 
240 8.05 28.8221 33.7667 34.839 36.8659 
280 8.042 28.8162 33.783 34.819 36.6875 
320 8.036 28.8274 33.7814 34.789 36.5425 

 
The same bit allocation is utilized in all implemented 
modifications of the BTC algorithm, so that, for the given 
fixed bit rates of the three abovementioned quantizers, the 
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total bit rate depends on the frame size, which is the only 
variable left in Eq. (4). 

BTC1U denotes the modified BTC algorithm where an 
adaptive uniform quantizer is used for processing the 
difference signal samples, while different quantizers are 
used for side information. The mean value of the frame of 
input samples is quantized by the µ law quantizer, while the 
standard deviation of the signal difference is quantized by 
the log-uniform quantizer. In other words, BTC1U presents 
the scheme the most similar to the one we propose, which is 
described in detail in Section 3. From Table I one can 
observe that, for the same total bit rate, BTC1U in 
comparison to BTC3U provides the gain in SQNR from 
around 5 dB to 5.4 dB for the considered classical music 
signal and from around 1.7 dB to 3.6 dB for the rock music 
signal, depending on the frame size. This gain is a direct 
result of applying more robust quantizers in quantization of 
the side information parameters. The input signals used in 
our experiment are rock music signal and classical music 
signal sampled at 44.1 kHz, coded by using 16 bits per 
sample. Table II presents important parameters of the input 
signals, as the signal variance, total samples number, and the 
amplitude dynamics in dB, depending on the frame size. 
Amplitude dynamics for every frame is calculated by: 

 
 

  









 



j
n

nj

x

x
Ad

j

min

max
10 2log20 ,  (30) 

where xnmax
+(j) denotes the maximal positive input sample 

amplitude value of the jth frame, while xnmin
+(j) stands for the 

minimal positive input sample amplitude value of the jth 
frame. The value of amplitude dynamics for the complete 
signal sequence, shown in Table II, was calculated as a 
mean value of the amplitude dynamics calculated for all L 
frames of the input signal 

 


L

j

jAd
L

Ad
1

1
.  (31) 

One can observe that the classical music signal is 
characterized by low variance and amplitude dynamics. 

 
TABLE II. PARAMETERS OF THE INPUT AUDIO SIGNALS 

   Frame size [samples] 

160 220 320 Input 
signal 

Signal 
variance 

Number 
of samples  

Amplitude dynamics [dB] 

Rock 
music 

0.0361 2741355 93.2753 94.0288 93.9094 

Classical 
music 

0.0089 832531 56.1892 55.5290 53.8474 

 
Table III shows the results of applying the proposed 

modified BTC algorithm to an audio signal and its 
comparison to forward adaptive optimal compander (FAOC) 
[13], and logarithmic PCM system (LOGPCM) [12] for very 
close bit rate values. The SQNR values are paired with the 
total bit rates used, for achieving a fair comparison. The bit 
rate of the FAOC is calculated also by using Eq. (4), where 
r1=0. Bit rate of the LOGPCM is constant, since it does not 
depend on the frame size and the technique does not use side 

information in input signal coding. From Table III, we can 
observe that the proposed modified BTC algorithm provides 
a significant gain in SQNR, in comparison to the LOGPCM 
for every frame size, so as when compared to FAOC, for 
using smaller frame sizes. The proposed modified BTC 
algorithm provides the gain from around 8.1 dB to 5.9 dB in 
comparison to the LOGPCM. When compared to FAOC, the 
proposed modified BTC algorithm provides gain from about 
1.9 dB to 0.5 dB for smaller frame sizes (M ≤ 120), while 
the gain is descending, when we use larger frames. This 
interesting observation can be explained by the 
characteristics of the input signal used, since it has overall 
mean value very close to zero. When we use larger frame 
sizes, the frame mean of this particular signal is actually 
closer to zero, than to its quantized value with the 
application of the 64 levels log-uniform quantization. If we 
focus on the smaller frame sizes up to 120 samples, we can 
observe that the gain is varying from around 8.1 dB to 
6.6 dB when compared to LOGPCM, while it amounts from 
around 1.9 dB to 0.5 dB, when compared to the FAOC. We 
can therefore conclude that the modified BTC algorithm is 
suitable for coding of a classical music signal, especially 
when smaller frame sizes are utilized. 

 
TABLE III. SQNR FOR DIFFERENT FRAME SIZES AND BITRATES OBTAINED 

FOR CLASSICAL MUSIC SIGNAL BY APPLYING DIFFERENT CODING SYSTEMS 

Frame 
size 

[samples] 

SQNRBTC 
[dB], 
RBTC 

[bit/sample] 

SQNRFAOC[dB], 
RFAOC 

[bit/sample] 

SQNRLOGPCM [dB], 
RLOGPCM 

[bit/sample] 

40 43.7468, 8.25 41.8704, 8.1 35.5672, 8 
80 42.8037, 8.125 41.8118, 8.05 35.5672, 8 
120 42.223, 8.0833 41.721, 8.0333 35.5672, 8 
160 41.926, 8.0625 41.6449, 8.025 35.5672, 8 
200 41.6867, 8.05 41.5733, 8.02 35.5672, 8 
240 41.553, 8.0417 41.5297, 8.0167 35.5672, 8 
280 41.524, 8.036 41.5258, 8.0143 35.5672, 8 
320 41.504, 8.031 41.5329, 8.0125 35.5672, 8 

 
Table IV presents the performance of applying the 

proposed modified BTC algorithm when a rock music signal 
with higher amplitude dynamics and variance. Additionally, 
Table IV shows SQNR values, obtained for the same input 
signal, by applying the FAOC and LOGPCM, paired with 
the bit rates used. One can observe that the proposed 
modified BTC algorithm provides a significant gain in 
SQNR in comparison to the LOGPCM, and it amounts from 
around 8.6 dB when we use a frame size of 40 samples, to 
about 6.1 dB in the case of 320 samples per frame. When 
compared to FAOC, the modified BTC algorithm provides a 
maximum gain of 3.9 dB, for the fame size of 40 samples, 
while the gain equals to about 0.5 dB, when the frame size is 
equal to 320 samples. 

 
TABLE IV. SQNR FOR DIFFERENT FRAME SIZES AND BITRATES OBTAINED 

FOR ROCK MUSIC SIGNAL BY APPLYING DIFFERENT CODING SYSTEMS 

Frame 
size 

[samples] 

SQNRBTC [dB],
RBTC 

[bit/sample] 

SQNRFAOC 
[dB], 
RFAOC 

[bit/sample] 

SQNRLOGPCM [dB] 
RLOGPCM 

[bit/sample] 

40 45.4518, 8.25 41.4788, 8.1 36.7840,8 
80 44.486, 8.125 41.8003, 8.05 36.7840,8 

120 44.098,  8.0833 42.2055, 8.0333 36.7840,8 
160 43.7618, 8.0625 42.3998, 8.025 36.7840,8 
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200 43.5035, 8.05 42.5243, 8.02 36.7840,8 
240 43.3065, 8.0417 42.5327, 8.0167 36.7840,8 
280 43.1178, 8.0357 42.5285, 8.0143 36.7840,8 
320 42.9574, 8.0313 42.4897, 8.0125 36.7840,8 

 
The main difference between the proposed modified BTC 

algorithm and FAOC is in using the information about the 
mean value of the frame. In FAOC we do not calculate or 
quantize the mean, which leave us with less information 
about the input signal. By calculating the mean and creating 
the difference signal (1), we narrow the input signal 
amplitude dynamics, which makes it more suitable for 
processing. This has a significant impact, especially for 
usage of smaller frame sizes, where the mean of the frame 
more correctly describes the particular samples, than in the 
case of larger frames 
Fig. 3 and Fig. 4 are useful for the analysis of utilizing the 
mean value of the frame and its quantized representative in 
the modified BTC algorithm. For the purpose of this 
analysis, we used a section of the rock music signal used for 
performance analysis of the modified BTC algorithm, 
shown in Table IV. This section consists of 10240 samples, 
producing 64 frames at frame size of 160 samples. Fig. 3.a) 
shows the waveform of the amplitudes of the considered 
section of the rock music signal, while Fig. 3.b) shows 
SQNR obtained by applying FAOC. On the other hand, Fig. 
4.a) shows the waveform of the amplitudes of the difference 
signal, while Fig. 4.b) shows SQNR obtained when the 
modified BTC algorithm is applied. In both figures, SQNR 
values are calculated and presented for individual frames of 
the considered input signal sequence. In the calculation, 
Eqs. (26)-(28) are applied where instead of S we use M, 
since S denotes the number of the input signal samples, 
while M denotes the frame length. One can observe that the 
difference signal has smaller amplitude dynamics, i.e. 
narrower range of amplitude values, which makes it more 
suitable for quantization. At this point, the performance of 
the proposed modified BTC algorithm relies on the mean 
quantization process. As already described, the mean of the 
frame of input signal samples is quantized by robust µ law 
quasilogarithmic quantizer, using 6 additional bits per frame 
for its representation. By comparing the Fig. 3.b) and Fig. 
4.b) we can clearly see the gain in SQNR, which is result of 
utilizing the mean value of the frame of input signal samples 
in the modified BTC algorithm. One can also notice the 
difference in SQNR from frame to frame, which is result of 
the input signal nature, which is characterized by high 
amplitude dynamics (see Table II). This analysis confirms 
that quantization of the mean value of the frame improves 
performance of this algorithm. Additionally, it is shown that 
using more robust quantizers provide significant gain in 
SQNR. 

Performance of the applied compression algorithm can 
also be presented through SQNR characteristics. Fig. 5 
shows SQNR characteristics of the proposed modified BTC 
algorithm, along with the systems compared. One can easily 
observe the gain in SQNR in favor of the proposed modified 
BTC algorithm, for different bit rates. These characteristics 
are obtained by using Eqs. (26)-(28) for the rock music 
signal, with the frame size of 160 samples and for the bit 
rate equal to 6 bit/sample, 7 bit/sample, 8 bit/sample and 9 
bit/sample. We can clearly see the gain in SQNR, when 

compared both to LOGPCM and to FAOC. In addition, we 
can observe the following. By comparing the SQNR of the 
LOGPCM in the case of using 8 bits per sample, with the 
SQNR of the proposed modified BTC algorithm when using 
LOGPCM in the case of using 8 bits per sample, with the 
SQNR of the proposed modified BTC algorithm when using 
7 bits per sample, we can see that proposed modified BTC 
system outputs higher SQNR. This means that we achieve 
compression of more than 1 bit per sample in comparison to 
LOGPCM, while preserving the signal quality. This makes 
the proposed modified BTC algorithm suitable for 
application in audio signal coding and compression. 
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Figure 3. a) Waveform of the amplitudes of a section of the rock music 
signal, b) SQNR values per frames of FAOC for 64 individual frames of 
size M = 160 samples 
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Figure 4. a) Waveform of the amplitudes of a difference signal b) SQNR 
values per frames of the modified BTC algorithm for 64 individual frames 
of size M = 160 samples 
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Figure 5. SQNR characteristics of the proposed modified BTC algorithm 
compared to FAOC and LOGPCM 

V. CONCLUSION 

This paper has presented the modified BTC algorithm and 
its possible application in audio signal coding. It has been 
shown that the idea of the original BTC algorithm can be 
successfully applied in audio signal coding. This is possible 
with some modifications that are described in this paper. 
Quality of the output has been determined by observing the 
SQNR values, while using different bit rates, frame sizes 
and input signals. Moreover, SQNR has been obtained for 
logarithmic PCM, forward adaptive optimal compander and 
BTC algorithm with the implementation of multilevel 
uniform quantization, for comparison purposes. Numerical 
results have shown that smaller frame sizes provide higher 
SQNR due to smaller error in estimating the input signal 
parameters. Also, the comparative analysis of the results has 
shown that the proposed algorithm provides a significant 
gain in SQNR and achieves notable signal compression. The 
proposed modified BTC algorithm provides the gain in 
SQNR up to 8.6 dB when compared to LOGPCM, while it 
ranges up to 3.7 dB, when compared to FAOC, for smaller 
frame sizes. Additionally, we provided the SQNR 
characteristics for the proposed algorithm, along with the 
systems compared, which shows obvious and constant gain 
in SQNR for bit rate values of 6, 7, 8 and 9 bits per sample. 
The modified BTC algorithm, proposed in this paper is 

characterized by using simple quantization methods with 
low computational complexity. This leaves the possibility of 
upgrading the system, by applying more complex 
quantization and adaptation techniques, which is left to 
future research. Also, with small modifications, it is possible 
to apply this algorithm in the coding of speech or 
electrocardiography (ECG) signal. Finally, we can conclude 
that the proposed modified BTC algorithm can be 
successfully applied to audio signal coding. 
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