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1Abstract—Identification of heart sound signals in the form 

of a phonocardiogram (PCG) has recently attracted the 
attention of many researchers along with the development of 
small devices and global Internet connection in a way to offer 
automatic illness detection and monitoring. In this work, we 
propose a semi-automatic envelope-based heart sounds 
identification method called the Largest Interval Heart Sounds 
Detection (LiHSD) that exploits the superiority of the Complete 
Ensemble Empirical Mode Decomposition with Adaptive Noise 
(CEEMDAN) and the cubic spline interpolation to discover 
several heart sounds’ components such as period and location 
of S1 and S2, an interval of a cardiac cycle, and to obtain the 
duration and location of murmurs. Evaluation of the proposed 
system over several life sample data showed promising results 
comparable to the previous models. The algorithm was able to 
capture the largest interval of S1 and S2. The examination for 
normal heart sounds exhibited detection accuracy 98%, 
whereas for anomaly heart sounds samples the detection 
accuracy ranging from 89% to 97.5%. Furthermore, the 
proposed system has been successfully implemented in a real 
Internet of Things device while eyeing its contribution to the 
future of the smart healthcare system. 
 

Index Terms—Internet of Things, phonocardiography, 
signal detection, system identification, telemedicine. 

I. INTRODUCTION 

The proliferation of healthcare-related sensors and 
communication networks technologies has successfully 
fostered the emergence of long-distance measurement and 
monitoring by way of the Internet of Things (IoT) [1-5]. 
This measurement and monitoring may include several 
human vital signs such as body temperature, blood pressure, 
heart rate, and respiratory rate [6]. Previous studies showed 
that this long-distance teleauscultation system shows 
promising results for the future telehealthcare system owing 
to several reasons. First, accurate sensors reading at the front 
end of the system may compensate for the lack of accuracy 
in human eye reading and interpretation. Secondly, the 
implementation of this Internet of Things assisted healthcare 
system can potentially reduce operational cost and time 
including doctor consultation, registration, and hospital 
queue as well as transportation. Lastly, the presence of the 
Internet of Things for healthcare in the developed countries 
may remove the medical care requirement gap between 
patients who live in isolated/remote areas and doctors in 
urban areas. In addition to that, must-have features which 

accompany a robust healthcare IoT development, like 
standards [7-9], architecture [5], protocols [2], and security 
[10-11] have been addressed thoroughly by industries and 
researches to create mature smart healthcare systems in the 
future. 
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Biologically, a normal heart produces two subsequent 
signals namely the first sound (S1) and the second sound 
(S2). The interval between S1 and S2 is the systole period, 
and the interval between S2 and the following S1 is the 
diastole phase. Hence, the term fundamental heart sound 
signals refer to the first and the second (S1 and S2, 
respectively) sounds that are mostly used for clinical 
assessment based on the phonocardiogram (PCG) procedure. 
It is well understood in the medical world that one-cycle 
fundamental heart sound signals normally elapse for 0.8 
seconds period. Besides those S1 and S2 signals, other 
sounds like S3 (early diastolic heart sound), S4 (late 
diastolic heart sound), and murmurs may appear in the PCG. 
The S3 and S4 may occur in normal heart or may be 
associated with pathological activities. On the other hand, 
the murmurs that are triggered by structural and functional 
defects of the heart [12], mostly considered as abnormal 
clinical conditions of the heart. 

Fig. 1 shows an example of a two-cycle normal heart 
sound signal in the top part of the figure and a two-cycle 
anomaly heart sound signal in the bottom part. The anomaly 
is shown in the bottom part of the figure commonly refers to 
as the early systolic murmurs. In this case, murmurs appear 
in the early systolic phase of heart sounds due to acute 
mitral regurgitation. These murmurs appear due to long 
vibrations that occur during the systole period because of 
turbulent blood flow through a partially obstructed opening 
mitral or tricuspid valves. Therefore, the presence of 
murmurs in the series of heart sounds can be an indication of 
abnormalities in the heart. Nevertheless, the duration and 
location of the murmurs may vary from one case to another 
make it difficult and complicated to identify the presence of 
murmurs in the heart sounds signal. 

This study presents a method to extract important heart 
sounds signal components i.e. S1 and S2 as well as 
murmurs, followed by identification processes. The goal of 
the identification processes in this work is to determine: (i) 
the largest interval of S1, i.e. 1T  and the largest interval of 
S2, i.e. 2T , (ii) duration between S1 and the next S1 in the 
subsequent cardiac cycle, 11T , (iii) duration between S1 and 
S2 in the same cardiac cycle, 12T , and (iv) to obtain the 
duration of murmurs, , and their location. The 

murT
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identification results together with the original PCG signals 
are then transmitted via Internet communication networks to 
be stored in a cloud system that allows doctors or experts to 
access them online anywhere for 24/7. 

 

 
Figure 1. PCG signal for the normal (Sample01) and anomaly heart sounds 
with early systolic murmur (Sample09) 

 
We introduce a successive procedure called the Largest 

Interval Heart Sound Detection (LiHSD) comprising three 
major steps. Firstly, in the pre-processing step, we employed 
a band-pass filter to the heart sounds and the Complete 
Ensemble Empirical Mode Decomposition with Adaptive 
Noise (CEEMDAN) to decompose the heart sounds. 
Subsequently, the CEEMDAN assisted with the Pearson 
distance metric was applied to separate the fundamental 
heart sounds, murmurs, and any unwanted signals. The 
separation process involved human perception to assist the 
decision; hence the term semi-automatic is applied in this 
paper. Finally, we exploited the cubic spline interpolation to 
leverage the quality of the data points in the segmented heart 
sound signals. Then based on the segmented cubic spline 
envelope, the various interested heart sounds parameters 
were determined. 

The paper is organized according to the following 
sections. The first section serves as an introduction and 
problem definition that have driven the whole study 
presented in the paper. Section 2 describes a general 
framework of a teleauscultation system and related works in 
heart sound signals identification. Section 3 presents the 
proposed LiHSD model. It is then followed by results and 
analysis in Section 4. Finally, conclusions will be drawn in 
the last section. 

II. RELATED WORKS 

Several studies showed that phonocardiography signals 
are inherently complex, highly non-stationarity [13], and 
affected by a wide range of artifacts, which often lead to 
erroneous judgment towards the heart condition. In response 
to that, many of the research efforts have been carried out to 
the exploration of signal processing techniques to reduce its 
noise sensitivity and to improve the identification of heart 
sound signals to provide more reliable diagnostic tools. 

Along with the proliferation of communications 
technology in the form of the Internet of Things (IoT), 
teleauscultation techniques coupled with heart sounds 
identification methods are growing fast to develop a 

complete smart healthcare system that enables people and 
medical services to monitor patients’ heart condition 
remotely [1], [14-17]. 

Heart sounds identification requires several processes 
including denoising and signal segmentation. The latest 
deserves a considerable amount of research effort and 
advanced signal processing methods to produce a robust yet 
less time-consuming segmentation [18]. Some suggested 
works in the heart sounds identification algorithms relied on 
the envelop extraction techniques. For instance, the paper in 
[19] utilized the average Shannon energy normalization 
implemented for PCG signals. The study proposed Shannon 
energy as a key process in their identification method by 
exploiting the natural behavior of the Shannon energy in 
which it amplifies the medium intensity of the heart sound 
signals and at the same time attenuates the low-intensity 
signal. In this work, a threshold value was set up manually 
to separate noise and the fundamental heart sound signals. 
Even though the algorithm claimed that it achieved a 
success ratio of 93%, the paper showed that it only worked 
well for identifying normal heart sound signals. 

 The work in [20] investigated and examined several 
envelope extraction algorithms to identify the envelope 
curves of the first heart sounds, S1, and the second heart 
sounds, S2. Evaluation based on the segmentation rate 
showed three envelope extraction algorithms including the 
Shannon energy envelope, the Hilbert envelope, and the 
Cardiac sound characteristic waveform (CSCW) were able 
to give valid segmentation of the S1 and S2 signals for both 
normal and abnormal heart sound signals. 

An interesting approach for the time-domain heart sounds 
identification was elaborated in [21]. It provided a different 
angle point of view by emphasizing the identification time 
occurrence of the two main components of the heart sound 
signals as well as its duration. The method required 
simultaneous measurement and recording of the ECG and 
PCG signals. The study showed a success rate of 99.2% of 
heart sound components identification. 

Despite the popularity of the aforementioned time-domain 
envelope extraction methods, some literature showed that 
the frequency and time-frequency domain approaches might 
also work well for the identification of the heart sound 
signals. For example, the frequency domain analysis 
includes the fast Fourier transform (FFT) and the Mel 
Frequency Cepstral Coefficients (MFCC) techniques [18] 
whereas the time-frequency domain analysis employed 
several methods such as Wavelet [22-23], Hilbert Transform 
[24], Empirical Mode Decomposition (EMD) algorithms 
[14], and Deep Neural Networks [27-28]. However, several 
studies showed that the time-domain analysis might provide 
promising results in detecting the presence of murmurs 
compared to frequency-domain approaches. 

Other studies exemplified the usefulness of the Hilbert 
Huang Transformation (HHT) in the pre-processing stage of 
heart sound identification [1]. In this work, the Empirical 
Mode Decomposition (EMD) separates the heart sound 
signals contaminated with noise and murmurs by firstly 
extracting them into a set of mono-component signals and 
then carefully selecting the most appropriate Intrinsic Mode 
Functions (IMFs) to represent the undistorted fundamental 
heart sound signals. Furthermore, a paper in [14] used the 
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later development of the EMD, i.e., the Complete Ensemble 
Empirical Mode Decomposition with Adaptive Noise 
(CEEMDAN) to identify the presence of murmurs in the 
heart sound signals. The CEEMDAN algorithm theoretically 
offers better spectral separation than the EMD method and 
at the same time, it overcomes the mode mixing problems 
occurring in the EMD method. 

 

 
Figure 2. Proposed model of the Largest Interval Heart Sounds Detection 
(LiHSD) 

 

 
Figure 3. Cubic spline interpolation of normal heart sounds (Sample01) and 
anomaly heart sounds with early systolic murmur (Sample09). The dotted 
lines are thresholds 

III. THE PROPOSED IDENTIFICATION METHOD 

Fig. 2 displays a block diagram containing modules of the 
proposed LiHSD heart sound identification method. Signal 
samples are usually captured using a digital stethoscope 
referring to the specific medical terms called auscultation. 
The identification process involves three subsequent 
procedures, i.e. pre-processing, separation of the 
fundamental heart sound signals and its murmurs, and 
followed by identification of heart sounds’ parameters.  

The main objective of the proposed method is to obtain 
the largest interval for S1, S2, and murmurs. This is 
motivated by the fact that these intervals provide significant 
diagnostic importance for the heart, for example, the long 
duration of both S1 and S2 signals could be a sign of heart 
abnormality. Previous methods in [1] and [24] utilized one 
or two threshold lines to determine the intervals. By 
comparing ThFS(0.8) and ThFS(0.6) in the top row of Fig.3, it 
is clear that the intervals of S1 and S2 may change 
depending on the position of the selected thresholds. When 
the threshold was set to 60% of the highest peak i.e. 
ThFS(0.6), it might only get a suboptimal length of the 
intervals. On the other hand, setting the threshold to 80% of 
the highest peak i.e. ThFS(0.8) might obtain the largest 
interval of S1 and S2. For the case of normal heart sounds, it 
is possible to place a threshold at a very low level of the 
envelope to get the largest crossing interval of both S1 and 

S2. For example, in the figure, the threshold was set to 80% 
of the highest peak, i.e. ThFS(0.8). Unfortunately, the same 
threshold position cannot be applied for heart sounds that 
are perturbed by murmurs. See the bottom part of Fig. 3. In 
this case, the setting threshold at a low level may give a 
wrong estimation of S1 and S2 intervals. Hence, to get a 
proper measurement of the intervals, the ThFS  was shifted 
higher at 50% and the Thmur was set to 80% of the highest 
peak.  

In this section, we describe a new model that will attempt 
to determine the largest interval measurement of the heart 
sounds components i.e. T1, T2, and Tmur. 

A. Preprocessing 

During the recording activities, heart sounds might be 
corrupted by various external or internal noise sources. 
Another type of artifacts that reside in the low-frequency 
range is the baseline wander arising from breathing, subject 
movement, speech, and digestion. Consequently, a band-
pass Butterworth filter for a frequency range 50-400Hz was 
applied in the pre-processing phase to minimize the effect of 
those sources of noise on the targeted heart sounds. 

Next, the system employs the CEEMDAN algorithm to 
decompose heart sound signals through sifting processes 
into a finite and small number of Intrinsic Mode Function 
(IMF) components. The resulting IMFs are time-varying 
single-frequency components that represent a set of basis 
functions for the heart sound signals [29–31]. Hence, as a 
result of the time domain decomposition process, an 
observed signal can be expressed mathematically as: 

  



K

k

IMFns
1

 k n    (1) 

where,  nIMF k  is the -th IMF, and  k  nIMF K is the trend-

like final residue. Here, each of the k -th IMF components is 
an average of  over an ensemble of 

kIMF I  trials the 

observed signals plus white Gaussian noise series with finite 
variance, that is in the mathematical form expressed as 

      nwinsnsi  , where the   I,in ,1, wi  indicates  

I  realizations of the zero-mean unit variance white 
Gaussian noise series and   is the controlled noise 

amplitude. Therefore, the term  nkIMF  represents the 

average of   Iini
k ,1, 

N

IMF , . Here we define heart sound 

signals as -sample signals and denoted as 
  Nnns ,,1,  , which is obtained through the process of 

recording an acoustic wave from a stethoscope. 
The time-domain decomposition using CEEMDAN has 

advantages in increasing the possibility of the fundamental 
heart sound signals’ components, the S1 and S2 to be 
distinguished from the other unwanted components, such as 
noise and murmurs. This pre-processing phase is 
particularly essential to extract the feature of not only 
anomaly heart sounds that mostly contains those non-
stationary signals, but it is also useful for the normal heart 
sound signals that may comprise of several other signals and 
noise as a result of unclean auscultation process.  

In a time-domain view, each IMF shows different 
oscillation waves from fast to slow as can be seen in Fig. 5. 
In this way, the CEEMDAN algorithm distributes the heart 
sounds frequency components across different IMFs. For 
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example,  nIMF 1  signifies the fastest oscillation whereas 

the highest subscription index has the slowest oscillation. 
The fundamental heart sound signals that are accompanied 
by murmur components (categorized as the pathological 
heart sounds) usually reside in several middle subscription 
indexes of the k-th IMFs. 

B. Heart sounds separation 

However, finding the exact IMFs that correspond to the 
fundamental heart sounds or murmurs only is obviously a 
challenging task, since there is no information about the 
frequency component contained in each IMF. Nevertheless, 
the detection of the fundamental heart sounds interval length 
heavily depends on the accurate execution in this step. Our 
proposed work in [14] suggested the use of the Pearson 
distance metric to separate noise and murmurs from the 
fundamental heart sound signals.  

Pearson’s correlation criteria that differentiate IMFs of 
the heart sound components is expressed according to (2), 

    
     nIMFns

nIMFns
d

k

k

k
cov.cov

,cov
   (2) 

where, is the correlation coefficient that is associated 

with the 
kd

 nIMF k . Equation (2) clearly shows that the 

correlation coefficient is a cross-correlation between 
original signals and the  nIMF k . Hence, the correlation 

coefficient represents the degree of similarity between 
original signals and each of the  nIMF k . The denominator 

in the expression above serves to normalize the correlation 
coefficients such that 10  kd . Furthermore, the Pearson 

distance metric in (3) was proposed to describe the degree of 
similarity in a more meaningful way as it will be explained 
in the following paragraph. 

kk dp 1     (3) 

The Pearson distance metric in (3) signifies the following 
logic: the smaller value of the Pearson distance metric 
implies a close distance (close similarity) between the 
originals signals and the  nIMF k . In contrast, the highest 

value of the Pearson distance metric indicates that the two 
series are different. 

 
1) Heart sounds without murmurs 

The Pearson distance metric, , in (3), is expected to 

serve as a proper threshold for IMF modes separation. For 
example, for the case of heart sounds without murmurs, our 
preliminary experiment showed when 

kp

 nIMF k  for 

 that are associated with  are taken, 

then summing up all of the 
FSKk ,,2,1  8.0kp

nIMF  for k  

signifies the fundamental heart sound signals. On the other 
hand, all of the other 

k FSK,,2,1 

 nIMF k  for  

represents the modes that are involved in 

the construction of the extracted unwanted signals. The 
mathematical formulation for heart sounds separation is 
shown in (4)-(6). 

KKk FS ,,1

 

 

 
Figure 4. Decomposition of normal heart sounds (Sample01) using the 
CEEMDAN algorithm with 1.0  and  100I

 
    nynyns remFS     (4) 

   



FSK

k
kkFS pnIMFny

1

8.0          ,   (5) 

   



K

Kk
kkrem

FS

pnIMFny
1

8.0       ,   (6) 

where,  nyFS
 denotes the separated fundamental heart 

sound signals whereas  signifies the extracted 

remaining unwanted signal and trend. Based on (6), the 

 nyrem

 48 

[Downloaded from www.aece.ro on Thursday, July 03, 2025 at 19:33:07 (UTC) by 172.69.17.66. Redistribution subject to AECE license or copyright.]



Advances in Electrical and Computer Engineering                                                                      Volume 21, Number 1, 2021 

main task of the algorithm is to select a series of  nIMF k , 

which has Pearson distance smaller than or equal to 0.8 for  
 to acquire the undistorted fundamental 

heart sounds. 

KKk FS ,,1

Fig. 4 depicts the decomposition of normal heart sounds 
by using the CEEMDAN algorithm. In the figure, the 
normal heart sounds decompose into 15 independent IMFs. 
The IMFs with low subscription index indicate fast 
oscillation signals whereas the IMFs with high subscription 
indexes signify slow oscillation. Looking at the Pearson 
distance metric fluctuation against  in the second graph of 
Fig. 5, the IMFs that satisfy   as in (5) are 8.0kp

   nIMFnIMF 51 ,,
 nyFS

 nyrem

. The extracted fundamental heart 

sounds,   as a result of summing those IMFs is shown 

in the third figure of Fig. 5 and the separated unwanted 
signal, , is shown in the bottom part of Fig. 5. 

 

 
Figure 5. The original normal heart sounds (Sample01), the Pearson 
distance metric, the separated fundamental heart sounds, and the separated 
unwanted signals, respectively 
 

2) Heart sounds with murmurs 
The second case that is more intriguing than the type of 

heart sounds in the previous sub-section is the case for 
anomaly heart sounds with murmurs. Indeed, there have 
been several works attempting to separate fundamental heart 
sounds and murmurs, for example, the works in [1], [24-26]. 
However, due to the nature of murmurs: despites its non-
stationarity, it also consumes a wide range of frequency 
from as low as 125 Hz to 250 Hz, the location of murmurs is 
varied across one cycle of heart sound signal, and their 
intensity can be benign or strong. As such, it makes no 
significant works are able to segment the murmurs 
completely. If they achieved significant results in separating 
murmurs, they mostly operated synthetic heart sound signals 
for evaluation of their proposed methods. 

As there is no easy way to separate murmurs, in this work 
we entrust the choice of the targeted IMFs that construct the 
fundamental heart sounds or murmurs to the expert 
judgment based on the eye observation on the display of 
heart sounds’ IMFs. Modification of (4) to (6) for the case 
of heart sounds with murmurs can be rewritten as in (7) to 
(10). 

 
       nynynyns remmurFS     (7)         

 

 
Figure 6. Decomposition of anomaly heart sounds (Sample09) using the 
CEEMDAN algorithm with 1.0  and  100I

 

   
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 
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1
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K
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k

K
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


   (8) 

 

judgment,expert on  based for      

,
1

mur

K

Kk

k

K

nIMF
mue

FS






          

mur ny

 

  (9) 

 


ny
K

Kk

krem

mur

nIMF
1

.     (10) 
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Figure 7. The original anomaly heart sounds with early systolic murmur 
(Sample09), the Pearson distance metric, the separated fundamental heart 
sounds, and the separated murmurs 

 
For example, the decomposition of heart sounds with 

murmurs shown in Fig. 6 clearly indicates that the 
fundamental heart sounds, , might be best represented 

by 

 nyFS

 nIMF k  for , whereas murmurs, 3,2,1k  nymur
, might 

be satisfied by aggregating the  nIMF k  for . Then 

the rest of IMFs are summed up to construct the remaining 
unwanted signal and trend. Fig. 7 displays the reconstruction 
of 

8,,4k

 nIMF k

 nFS

 where the separated fundamental heart sounds,  

 and the separated murmurs, , can be seen in 

the last two rows of the figure. In this case, the Pearson 
distance metric shown in the second row of Fig. 7 serves as 
general guidance to choose the appropriate 

y  nmury

 nIMF  to 

characterize correct fundamental heart sounds 
representation, i.e., for a heart sound signal with murmurs, 
the fundamental heart sounds mostly can be reconstructed 
using several IMFs which have 

k

s smaller than the th of 
the lowest Pearson distance. 

C. Heart sounds identification 

In this step, we utilize the cubic spline interpolation to 
increase the detectability quality of the separated 
fundamental heart sounds and murmurs. This cubic spline 
interpolation fits all the heart sound signal’s data points in 
some functions to improve the identification process for the 
heart sound components. 

Given a set of  data points   where  

and no two  are the same, then the 

spline  defined as a function that satisfies 

. Furthermore, on each subinterval,  

1n ii yx ,

bxxxa n  10

 xS

   baCxS ,2

ix

 xS  is a 

polynomial of degree 3 (cubic polynomial) and   ii yxS   

for . The function ni ,,2,1   xS  is represented compactly 

as in (11), 

 

   
   

   
















 .     ,

    

,       ,

,       ,

11

211

100

nnn xxxxS

xxxxS

xxxxS

xS


  (11) 

A formula in (11) shows that cubic polynomials are 
joined together between  and  to form the spline 

function. As each of  is a polynomial of degree 3, then 

it is clear that in this spline function discontinuities may 
occur in the third derivative; however such discontinuities 
are visually hard to detect using naked eyes. Thus, the cubic 
spline function may be able to represent the separated 
fundamental heart sound signals, , the extracted 

murmurs, 

0x


nx

xSn

 nyFS

 nymur
, and the extracted unwanted signal, 

 nyrem
, correctly. 

After interpolation using the cubic spline, heart sounds 
interval detection will run according to the following steps 
(refer to parameters description in Fig. 3). Pseudocode 
representation of the algorithm can be seen in Appendix A. 

a) Get the separated fundamental heart sounds data, 
 nyFS

, and operate the cubic spline interpolation 

to get the heart sounds envelope,  nyFSˆ .  

b) Set up a threshold value, 
FSTh , for identifying the 

first (S1) and the second (S2) heart sounds 
according to (12). 

  nyFSˆmaxaThFS    (12) 

where  is percentage relative to the envelope peak 
that is set to achieve the largest interval detection 
for both S1 and S2 and at the same time to 
eliminate very low-intensity unwanted signal, e.g. 

%90a . Therefore, the threshold setting is very 
important and may vary according to the operator 
choice. 

c) Find all of the crossing points between heart sounds 
data and the 

FSTh . Each of these two crossing 

points is the candidate for the S1 interval, 1T , or 
the S2 interval, 2T . See Fig. 4 for clarity. Then 
calculate the average value for each two data points 
to give the center position of all S1 and S2, say 

 jM SS 21
, where J,,2,1   signifying 

consecutive S1 and S2. 

j

d) Next, the algorithm decides the position of S1 or S2 
based on basic principles: firstly, S1 and S2 are 
always in alternate order, and secondly, the interval 
between S1 and S2 is always narrower than the 
interval between S2 and S1. It is shown 
mathematically in (13) and (14). 

   
 
   1-2j

-1j          

,1

21

21

21


  




                 

 if   
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21



j
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M

M
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M S

M

jjS

S

SS

SM S   (13) 

   
 
   1-2j

-1j

,

21
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2


  


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 if             

2 1

21

21



j

j

M

M

SS

SS

M

M

MjS

S

S

SS j

S

S

  (14) 

e) Once the position of S1 and S2 has been 
determined, important components of heart sounds 
such as 11T  and 12T  can be derived as follows 

   
   jSjT

SjT

1212

1111


  j

  Sj

Sj 1


    (15) 

The last step in the proposed LIHSD algorithm is to 
discover the murmurs intervals, , and their position (for 

the case of heart sound signals with murmurs). Those 
parameters can be obtained using the following steps. See 
Appendix B for its pseudocode representation of the 
algorithm. 

murT
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a) Get the separated murmurs data,  nymur
 and 

operate the cubic spline interpolation to get the 
murmurs envelope,  nymurˆ . 

b) Set up a threshold value, 
murTh , for identifying the 

murmurs according to (16). 
  nybTh murmur ˆmax    (16) 

where  is a percentage relative to the heart 
sounds envelope peak, e.g. . The threshold 
setting may vary according to the operator choice. 

b
%80b

c) Determine all of the crossing points between  
 nymurˆ  and the 

murTh . Assume that each of the 

furthest two crossing points is the  jTmur

~ , and its 

location is relative to the position of  jS1  and 

 jS2 . Therefore,  jTmur

~  is the interval of 

murmurs overlapped with 1T  or 2T . In fact, the 
overlapped position of murmurs gives a great 
advantage in deciding its location, whether it is a 
systolic murmur or diastolic murmur. Depend on 
the murmurs’ position; its interval can be expressed 
mathematically according to (17) and (18). 

     
   jSjT

jTjTjT

mur

murmur

1 with overlap 
~

 if               

,1
~   (17) 

     
   jSjT

jTjTjT

mur

murmur

2 with overlap 
~

 if               

,2 ~
 (18) 

IV. RESULTS AND ANALYSIS 

This section presents the results and analysis obtained by 
implementing the LiHSD algorithm in IoT devices. Each 
IoT device consists of a Raspberry Pi 3 Model B as a main 
processor connected to the Internet via WiFi. A Thinklabs 
One digital stethoscope with sampling frequency 8000 Hz 
was used to retrieve PCG signal from several people who 
have identified to have normal and anomaly heart sound 
signals.  

In total, there are 50 samples of PCG signals taken from 
11 volunteers, where each sample lasts at least 10 seconds 
periods. Therefore, there are 4950 heart sounds (cardiac) 
cycles involved in the examination. The volunteers consist 
of five women and six men with their ages ranging from 20 
to 50 years old whereas three of them were indicated to have 
anomaly heart sounds. The process of taking PCG signals in 
this study is a non-invasive process, thus it did not involve 
any harmful procedure. However, privacy consent from all 
volunteers was sought before the signal retrieval. 
Additionally, in the experiment, we also utilized heart sound 
signals samples taken from the PhysioNet Challenge 2016 
(particularly for heart sounds with anomaly) that are freely 
available on the Internet to validate the performance of the 
proposed LIHSD algorithm. The results in this study were 
obtained from applying those data to the proposed LiHSD 
algorithm, including the assessment in Table IV. 

A. Implementation setup 

The PCG data collected using a Thinklabs One digital 
stethoscope with a filter setting that enable it to take a signal 
in the frequency range between 50 Hz to 400 Hz. The 
stethoscope acts as an input sensor and a Raspberry Pi 3 

Model B board was employed as the main signal processor 
for heart sounds identification. This single-board computer 
is considered capable enough to execute the proposed 
algorithm properly and at the same time, it gets the benefit 
of its small dimension. It has 4 x ARM Cortex-A53 CPU at 
speed 1.2 GHz and an IEEE 802.11n (WiFi) used for 
connecting the auscultation system to the global Internet 
cloud. After processing the signal, the Raspberry Pi 
subsequently transmits the data to a web application 
development cloud platform to allow the data to be accessed 
by particular healthcare services or doctors. Fig. 8 displays 
the front and rear view of the auscultation system. The PCG 
signal from each volunteer was taken on the mitral area in a 
sitting position as shown in Fig. 9 with careful supervision 
from a medical doctor. 

Fig. 10 shows the captured heart sound signal waveforms 
from the mobile-based application as a function of time. 
These signal waveforms appear in the application interface 
of the healthcare services mobile devices that will serve as a 
decision support system for medical experts for further 
clinical evaluation. Fig. 10a represents normal heart sounds 
for the extracted fundamental signal and its cubic spline 
interpolation envelope, consecutively, whereas Fig. 10b 
shows anomaly heart sounds for the extracted fundamental 
signal and the cubic spline interpolation envelope. 

 

   
 

Figure 8. An IoT node for the heart sounds auscultation and identification. 
Front view of the IoT node on the left side and rear view on the right side 

 

  
Figure 9. Heart sounds auscultation in a sitting position 

B. System evaluation 

In this sub-section, we will elaborate on the evaluation of 
the proposed LiHSD algorithm into three categories 
including normal heart sound signals, anomaly heart sound 
signals without murmurs, and anomaly heart sound signals 
with murmurs. A comparison with existing algorithms and 
its limitation will be evaluated in the last part. 

The normal heart sound waveform and their 
decomposition (for Sample01) have been shown in Fig. 4. 
Now based on (5) and the Pearson distance metric depicted 
in the second row of Fig. 6, we can see that 

   nIMFnIMF 51 ,,  are the best representation of the 

 nyFS
. Reconstruction of  and its envelope are 

shown in Fig. 11. In the figure the   was set to 90% to 

achieve the largest interval of 

 nyFS

1
FSTh

T  or 2T . Once the cross 
points between the threshold and heart sound waveforms are 
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found, the LiHSD algorithm can now detect all components 
of the heart sounds according to (12) to (15) as shown in 
Table 1. 

 

      
Figure 10. Mobile-based application signal waveform. Normal heart sounds 
(sample01) on the left side and anomaly heart sound (PhysioNet, a0288) on 
the right side 

 
TABLE I. MEASUREMENT RESULTS OF THE NORMAL HEART SOUND 

COMPONENTS 
Heart Sounds Components Value 

Number of cycles 2 
Average of 1T  83.8 ms 
Average of 2T  62.5 ms 

  1121 SM SS   0.11 s 

  2221 SM SS   0.37 s 

  1321 SM SS   0.85 s 

  2421 SM SS   1.11 s 

  1521 SM SS   1.56 s 

  2621 SM SS   1.82 s 

Average of 11T  0.73 s 
Average of 12T  0.26 s 

 
Table I shows the averaged intervals of S1 and S2 are 

83.8 ms and 62.5 ms, respectively. Particularly for S1, Fig. 
11 shows that this interval comprises the split sound of the 
mitral and tricuspid valves closure. One of the indications 
for heart sounds normality is the interval or distance from 
S1 to S1 in the next cardiac cycles, and interval or distance 
from S1 to S2. The LiHSD algorithm detects their average 
as 0.73s for 11T  and 0.26s for 12T . This is an indication of 
normal heart sounds for Sample01. Examination results of 
normal heart sound for all samples are presented in Table 
IV. 

Next, we will evaluate the anomaly heart sounds signal 
without murmurs. There are various indications of anomaly 
heart sounds in medical terms, such as longer or shorter 
duration of cardiac cycles and appearance of the third signal 
(S3), the fourth signal (S4), or murmurs in the heart sound 
signals. Here, we show examination for anomaly heart 
sound signals with a longer duration of cardiac cycles only. 
Examination of the other type anomaly heart sounds is 
elaborated in Table IV. 

The third row of Fig. 12 depicts a reconstruction of a two-
cycle heart sound signal that was taken from PhysioNet 
challenge 2016 database, i.e. a0288 signal. This extracted 

fundamental heart sounds in the third row is a result of 
aggregation    nIMFnIMF 63 ,,  corresponding to the 

Pearson distance metric 8.0kp as shown in the second row 

of Fig. 12. 
 

 
Figure 11. Extraction of normal heart sounds (Sample01). The dotted lines 
are thresholds set to 90% of the maximum peaks 
 

 
Figure 12. Extraction of anomaly heart sounds without murmurs 
(PhysioNet a0288). The dotted lines are thresholds set to 80% of the 
maximum peaks 

 
We constructed a heart sounds envelope using the cubic 

spline interpolation and set the threshold  to 80%. The 

threshold was set a little bit higher in this type of heart 
sounds to eliminate the effect of low-intensity unwanted 
signals. 

FSTh

Table II enlists the measurement results of the targeted 
heart sound signals. Based on the results, it can be observed 
that the distance between two S1 signals or usually called 1 
cardiac cycle is longer than the normal one. Here the  is 
equal to 1.27s. Indeed, a longer duration of 

11T
11T  is an 

indication of a slower heart rate of a person than a normal 
adult human [27]. On the other hand, the interval between 
S1 and S2 is similar to the normal heart sounds, where  12T
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is 0.31s. It can also be noticed that for the case of this 
anomaly, the detected largest interval of S1 and S2 are both 
similar to the ones of the normal case. 

 
TABLE II. MEASUREMENT RESULTS OF THE ANOMALY HEART SOUNDS 

WITHOUT MURMUR COMPONENTS 
Heart Sounds Components Value 

Number of cycles 2 
Average of 1T  114 ms 
Average of 2T  53,5 ms 

  1121 SM SS   0.48 s 

  2221 SM SS   0.80 s 

  1321 SM SS   1.72 s 

   2421 SM SS  2.04 s 

  1521 SM SS   3.07 s 

  2621 SM SS   3.36 s 

Average of 11T  1.27 s 
Average of 12T  0.31 s 

 
Lastly, we will show an examination of the proposed 

algorithm for identifying heart sound signals with murmurs. 
Fig. 6 observes the decomposition of heart sounds with 
systolic murmurs that were recorded from Sample09. 
Subsequently, extraction of the heart sounds is shown in Fig. 
13. The procedure to detect the heart sounds’ components 
comprised of two steps, as explained in sub-section III.C., 
i.e., detection of fundamental heart sound signals’ 
components and detection of murmurs characteristics. 
Measurement results obtained by the LiHSD algorithm are 
shown in Table IV. 

Due to the nature of the CEEMDAN algorithm in Fig. 6, 
the fundamental heart sounds, , can be reconstructed 

by using 

 nyFS

 nIMF k  for . As a result of this 

reconstruction, the detected average interval of 
3,2,1k

1T  and 2T  
are noticeably narrower than the ones of the normal heart 
sounds. However, the average interval of one cardiac cycle 
shown in Table III as 11T  is considerably similar to the 
normal heart sounds. 

Extraction of murmurs, , shown in the fourth row 

of Fig. 13 was a result of reconstruction the 

 nymur

 nIMF k  for 

. Comparing the enlarged envelope fundamental 

heart sounds representation in the third row of Fig. 13 and 
the enlarged envelope depiction of murmurs in the bottom 
row, it is clearly seen that the position of murmurs overlies 
the position of the fundamental heart sounds envelope. 
Therefore, the interval of murmurs, , can be obtained 

by subtracting the duration of its counterpart 

8,,4k

 jTmur

1T  or 2T  from 
 as shown in (16). The detected average duration of 

 is enlisted in Table III. 

 jTmur
'

murT

Table III shows that the LiHSD algorithm is able to detect 
both the systolic and diastolic murmurs. Nevertheless, the 
systolic murmurs occupy almost 50% of the systole interval 
whereas the diastolic murmurs reside in only 4% of the 
diastole period. Because the occupation of murmurs in the 
diastole area is minor (e.g., under 20%), we chose not to 
include the diastole murmurs in the detected location of the 
murmurs. This is the reason why the last row of Table III 
displays the location of murmurs as systole. 

 
Figure 13. Extraction of anomaly heart sounds with systolic murmur 
(Sample09). The dotted lines are thresholds set to 80% of the maximum 
peaks 

 
TABLE III. MEASUREMENT RESULTS OF THE ANOMALY HEART SOUNDS 

WITH EARLY SYSTOLIC MURMUR COMPONENTS 
Heart Sounds Components Value 

Number of cycles 2 
Average of 1T  36.4 ms 
Average of 2T  24,6 ms 

  1121 SM SS   0.14 s 

  2221 SM SS   0.43 s 

  1321 SM SS   0.88 s 

  2421 SM SS   1.15 s 

  1521 SM SS   1.58 s 

  2621 SM SS   1.86 s 

Average of 11T  0.72 s 
Average of 12T  0.28 s 
Average of 

murT
~  Systole: 0.16 s 

Diastole: 0.09 s 
Average of   

murT Systole: 0.12 s 
Diastole: 0.03 s 

Murmurs location Systole 

C. Limitation of the LiHSD algorithm 

Detection of pathological heart sounds with an indication 
of murmurs in this study can be considered as the most 
challenging task among other types of anomaly heart 
sounds. This is mainly due to the wide range frequency 
content of murmurs that sometimes cannot be differentiated 
from S1 or S2 signals [32]. For example, Fig. 14 exhibits the 
spectrum of the heart sounds with systolic murmurs of 
Sample09 over a frequency range of 0-1000Hz. The figure 
clearly indicates that the fundamental heart sounds (Fig. 
14b) and the murmurs (Fig. 14c) occupy the same spectrum, 
particularly at 100-200 Hz.  

Fig. 15 shows an anomaly heart sound with aortic 
stenosis murmur. The figure displays the decomposition of 
the sample a0002 heart sounds taken from PhysioNet 
database. In this case, the extraction of fundamental heart 
sounds and murmurs using the CEEMDAN was utterly 
unsuccessful. For example, there are no possible IMFs that 
could be reconstructed to form fundamental heart sound 
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signals. Therefore, there is no way to detect the heart sound 
components for this kind of signal. 

 

 
Figure 14. The spectrum of heart sounds (Sample09), fundamental heart 
sounds, and murmurs 

D. Comparison of the LiHSD algorithm with existing 
methods 

Finally, Table IV presents a comparative analysis of the 
proposed LiHSD algorithm with the existing envelope-based 
methods. The accuracy in the rightmost column in the table 
is a measure of the number of correct detection of S1, S2, 
and murmurs location for each cycle compared to the 
number of cardiac cycles involved in the experiment. 

It can be noticed from the table that the proposed 
algorithm is able to capture the largest interval of the 1T  and 

2T  c pare with the existing algorithms in particular for 
normal heart sounds. More importantly, our proposed 
algorithm has been tested on real-time measurement heart 
sound signals whereas the other existing algorithms [24-26] 
were examined by utilizing the synthetic heart sound 
signals. Furthermore, the proposed LiHSD algorithm shows 
promising results in its detection accuracy, i.e. it detected 
the fundamental heart sounds’ components with accuracy 
98% for the normal heart sounds. However, the detection 
accuracy only ranging from 89% to 97.5% for the case of 
anomaly heart sounds. These are mainly due to two reasons. 
First, the non-stationary nature of the signal demands a not 
so easy method to extract the signal components. Second, 
murmurs might exhibit a wide range of frequency content 
that is sometimes overlapped with the frequency content of 
the fundamental heart sounds, i.e. S1 and S2. Therefore, it 
complicates the decomposition using the CEEMDAN 
algorithm, and hence, it obscures the reconstruction process 
to separate the fundamental heart sounds and their murmurs 
such as the one shown in Fig. 15. 

om

V. CONCLUSION 

In this work, we have proposed a semi-automatic 
envelope-based method for identifying components of heart 
sound signals. We called the Largest Interval Heart Sound 
Detection (LiHSD) algorithm. The LiHSD comprised 
several phases including pre-processing, heart sounds 
separation, and heart sound identification. The heart sounds 
separation process depended on the CEEMDAN algorithm 
assisted with the Pearson distance metric, whereas the cubic 
spline interpolation was employed in the last phase to 
improve the heart sound identification process.   

 
Figure 15. Decomposition of anomaly heart sounds with aortic stenosis 
murmur (PhysioNet database sample a0002) using the CEEMDAN 
algorithm with 1.0  and 100I  

Performance evaluation on the proposed system on the 
life heart sounds samples showed that the algorithm detected 
the largest interval of the 1T  and 2T . It also showed high 
detection accuracy compared to the previous models. The 
proposed model was able to detect the first and the second 
heart sounds for normal heart sounds with an accuracy of 
98%. However, the detection accuracy ranging from 89% to 
97.5% for the case of anomaly heart sounds. Particularly for 
heart sound signals with murmurs, the algorithm can only 
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detect the first and the second heart sounds properties with 
an accuracy of 89%. The proposed system has been 
successfully implemented in an Internet of Things device 
that is connected to the global Internet to allow long-
distance measurement and monitoring, as we believe this 
model of medical examination will become the future of 
healthcare system. 

 
TABLE IV. COMPARISON ANALYSIS 

Method 
1T  (ms) 

(S1 
interval) 

2T  (ms) 
(S2 

interval) 

11T  (s) 
(Cardiac 

cycle) 

Accuracy 
(%) 

LiHSD  
Normal heart sounds 84.2 61.3 0.82 98 

Anomaly heart 
sounds: 

    

- Longer cardiac 
cycle 

92.4 55.1 1.32 97.5 

- Systolic murmur 37.5 25.6 0.75 89 
- S3 84.2 54.2 0.84 97 
- S4 84.0 35.6 0.84 95 

SEPD [25]  
Normal heart sounds 22 16.1 0,70 

Anomaly heart 
sounds 

41.1 42.2 0.62 
S1:94.5 
S2:92.2 

Puspasari et al. 
[26] 

 

Normal heart sounds NA NA 0.81 
Anomaly heart 

sounds: 
   

- Mitral 
regurgitation 

NA NA 0.94 

- Aortic stenosis NA NA 0.80 
- Mitral stenosis NA NA 1.02 

84.9 

Atbi et al. [24]  
Normal heart sounds 62.3 48.1 0.78 

Anomaly heart 
sounds: 

   

- Systolic murmur 82.9 67.4 0.80 
- Opening snap 105 95.5 0.80 
- Diastolic murmur 67.3 48.5 0.80 

NA 

*NA: Not available 

APPENDIX A 

Algorithm 1. Pseudocode of the LiHSD algorithm to compute the T1, T2 
and T11. 
% fs is the sampling frequency 
% r is the decimation ratio 
% pFS is the smallest number of points of the T1 or T2 
 
yFS  yECG;  % separated fundamental heart sound signal 
yAposFS  cubicSPLINE(yFS); 
a  input(‘Enter the threshold‘); 
tH1  a*max(yAposFS); 
 
% compute the crossing points  
yRound  round(yAposFS,1); 
[idx,crossedPoint]  find(yRound==tH1); 
 
% compute the beginning and end of S1 and S2 
length_idx  length(idx); 
idxKeep(1)  idx(1); 
j  2 
for i  1:(length_idx-1) 
    temp = idx(i+1)-idx(i); 
    if temp>pFS 
        idxKeep(j)  idx(i); 
        idxKeep(j+1)  idx(i+1); 
        j = j+2; 
    end if 
end for 
idxKeep(end+1)  idx(end); 
  

idxKeep2  reshape(idxKeep,2,[]); 
timeSpan  (idxKeep2(2,:)-idxKeep2(1,:))/(fs/r);  
 
% compute the center of the time span of S1 and S2 
midTimeSpan  idxKeep2(1,:)/(fs/r)+0.5*timeSpan;  
 
% compute the averaged time span of S1 and S2 
avgT1  mean(timeSpan(1:2:end)); 
avgT2  mean(timeSpan(2:2:end)); 
  
% compute the distance of S1 and S2 
j 0; 
for i  2:length(midTimeSpan) 
    j  j+1; 
    distS1S2(j)  midTimeSpan(i)-midTimeSpan(i-1); 
end for 
  
% averaged distance 
avgT12  mean(distS1S2(1:2:end)); 
avgT21  mean(distS1S2(2:2:end)); 
avgT11  avgS1S2 + avgS2S1; 
 
% Labeling the fundamental signal as S1 or S2 
for i  1:3 
    S1  midTimeSpan(i+1) - midTimeSpan(i); 
    S2  midTimeSpan(i+2) - midTimeSpan(i); 
    if S1 < S2 
        Sound(1:2:length(midTimeSpan))  “S1”; 
        Sound(2:2:length(midTimeSpan))  “S2”; 
    else 
        Sound(1:2:length(midTimeSpan))  “S2”; 
        Sound(2:2:length(midTimeSpan))  “S1”; 
    End if 
End for 
 
% End of pseudocode 
 

APPENDIX B 

Algorithm 2. Pseudocode of the LiHSD algorithm to compute the Tmur. 
% fs is the sampling frequency 
% r is the decimation ratio 
% pMur is the smallest number of points of the  Tmur 
 
yMur  yECGmur;  % separated murmurs 
yAposMur  cubicSPLINE(yMur); 
b  input(‘Enter the threshold‘); 
tH2  b*max(yAposMur); 
 
% compute the crossing points  
yRound  round(yAposMur,1); 
[idx,crossedPoint]  find(yRound==tH2); 
 
% compute the beginning and end of the murmurs 
length_idx  length(idx); 
idxKeep(1)  idx(1); 
j  2 
for i  1:(length_idx-1) 
    temp = idx(i+1)-idx(i); 
    if temp>pMur 
        idxKeep(j)  idx(i); 
        idxKeep(j+1)  idx(i+1); 
        j = j+2; 
    end if 
end for 
idxKeep(end+1)  idx(end); 
  
idxKeep2  reshape(idxKeep,2,[]); 
timeSpan  (idxKeep2(2,:)-idxKeep2(1,:))/(fs/r);  
 
% compute the averaged time span for the murmurs 
avgMurT1  mean(timeSpan(1:2:end)); 
avgMurT2  mean(timeSpan(2:2:end)); 
 
% End of pseudocode 
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